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Abstract

Nowadays, artificial intelligence plays an integral role in medical and health-
care informatics. Developing an automatic question classification and an-
swering system is essential for coping with constant advancements in science
and technology. However, efficient online medical services are required to
promote offline medical services. This article proposes a system that auto-
matically classifies medical questions of patients into medical specialties and
supports the Arabic language in the MENA region. Text classification is
not trivial, especially when dealing with a highly morphologically complex
language, the dialectical form of which is the dominant form on the Internet.
This work utilizes 15,000 medical questions asked by the clients of Altibbi
telemedicine company. The questions are classified into 15 medical special-
ties. As the number of medical questions received daily by the company
has increased, a need has arisen for an automatic classification system that
can save the medical personnel much time and effort. Therefore, this article
presents an efficient medical speciality classification system based on swarm
intelligence (SI) and an ensemble of support vector machines (SVMs). Par-
ticle swarm optimization (PSO) is an SI-based and stochastic metaheuristic
algorithm that is adopted to search for the optimal number of features and
tune the hyperparameters of the SVM classifiers, which are deployed as one-
versus-rest for multi-class classification. In addition, PSO is integrated with
various binarization techniques to boost its performance. The experimental
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results show that the proposed approach accomplished remarkable perfor-
mance as it achieved an accuracy of 85% and a features reduction rate of
95.9%.

Keywords: Medical Text Classification, Swarm Intelligence, Support
Vector Machines, Altibbi, Arabic Language Processing, One-Versus-Rest

1. Introduction1

Artificial Intelligence (AI) is an integral part of modern healthcare infor-2

matics that saves efforts, time, and cost while enhancing the public’s health3

services. Data mining is a fundamental aspect of AI, which concerned with4

extracting useful patterns of information from structured or unstructured5

data located in extensive data repositories and warehouses. However, the6

immense growth of web content makes it difficult to mine relevant informa-7

tion. Text mining and information retrieval are emerging technologies that8

reinforce the functionality of the online medical services. However, many9

information retrieval systems recapture a large number of documents that10

cannot realistically be comprehended and searched for in real time.11

Question Answering (QA) systems are advanced techniques used by in-12

formation retrieval systems. QA systems date back to the 1960s and provide13

accurate answers to intricate online domain-specific questions rather than14

merely extracting knowledge. Medical QA systems have attracted the atten-15

tion of the medical community and have been included in various initiatives,16

such as the BioASQ challenge, to improve the performance of medical QA17

systems. A QA system consists of three modules: question analysis, infor-18

mation retrieval, and answer extraction. Question analysis involves question19

classification, keyword extraction, and expansion. Question classification is a20

fundamental preprocessing step that significantly influences the performance21

of QA systems. The objective of question classification is to assign a category22

to a question, which determines its answer type. Question classification plays23

a vital role in determining the most suitable answer extraction strategy. It24

also reduces the potential search space. A popular classification approach25

proposed by Li and Roth [1], categorizes questions into six types that are26

related to different answer types: abbreviation, entity, description, human,27

location, and numeric value.28

The Development of a reliable QA and classification framework depends29

on the ability of the system to understand the questions. An understanding30
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of questions is demonstrated by the extraction of efficient features that are31

embedded in the textual questions. Textual data is processed by natural lan-32

guage processing techniques (NLPs). NLP methods employ machine learning33

and data mining tools to extract features hidden in raw data and transform34

them into useful knowledge. Various types of statistical or lexical features35

(e.g. syntactic, semantics, or word shape features) can be inferred from tex-36

tual data. One of the most prominent advances in feature extraction is the37

word embedding. Word embedding is a process characterized by the numer-38

ical vector-like representation of words, in which similar words have similar39

vectors representations. Natural language processing in medical question40

classification is an active significant research area. This article sheds light41

on medical question classification in an Arabic context, which categorizes42

different types of questions into different medical classes of specialties.43

The Arabic language is the fourth-most used language online and is the44

official spoken language of two billion people [2]. Generally, it can be used in45

two primary forms: Modern Standard Arabic or the dialectical Arabic, with46

dialectical Arabic being more commonly used on social networking and blog-47

ging sites. The Arabic language is a morphologically rich and sophisticated48

language that creates many challenges when using NLP techniques. The use49

of colloquial Arabic is especially challenging since people from different Ara-50

bic countries have different dialects, and these dialects can vary from city51

to city within a country. Moreover, dialectical Arabic involves many mis-52

spellings that differ morphologically and phonologically, which reduces the53

effectiveness of NLP processes. In addition, the Arabic language has a more54

abundant complex orthography and more morphosyntactic rules than other55

languages, and these are accompanied by a lack of Arabic lexical resources56

and tools [3]. Very few studies have been considering Arabic text classifica-57

tion in the medical natural language research. To the best of our knowledge,58

no previous works have studied the medical speciality classification of ques-59

tions in Arabic. Therefore, research on Arabic medical QA analysis and60

classification requires more attention.61

Several research studies have addressed biomedical question processing.62

Notably, question classification is performed using either rule-based tech-63

niques, machine learning methods, or a hybrid of both. Rule-based tech-64

niques largely depend on the extraction of rules via manual observations,65

which takes a long time, especially when large datasets are considered. On66

the other hand, machine learning methodologies use NLP techniques for text67

analysis and feature extraction. When this type is used, the reliability of68
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the final model is significantly influenced by the robustness of the feature69

extraction and analytical tools employed. These techniques are limited in70

their ability to understand the semantics of questions in the Arabic context.71

The primary objective of this article is to promote the text classification72

process in the medical field to improve the efficiency and robustness of med-73

ical QA systems. Herein, Altibbi Company 1 is studied as a real-world case74

study. Altibbi provides telemedicine services such as answering customers’75

health and medical questions. A crucial step for answering questions is as-76

signing the questions to the correct class of speciality and, in turn, to a77

relevant doctor. The most notable reason for automating the text classifica-78

tion process is the fact that Altibbi receives over 4,000 health questions per79

day, which makes the manual classification of questions cumbersome and a80

waste of time and resources. Furthermore, due to the nature of the speciality81

itself or ambiguity in the language in which the question is asked, classifying82

the type of question into one of a large number of specialties is not a trivial83

task.84

Based on the above discussion, this article proposes an efficient speciality85

classification system to improve the classification of medical questions re-86

ceived from patients in the form of text messages. However, several challenges87

have emerged from the data collected from Altibbi, including issues with the88

processing of the Arabic language and the multi-class classification problem.89

The proposed approach addresses these problems through various intelligent90

components. In this approach, a binary version of PSO is used to search for91

the optimal values of different hyperparameters of the learning algorithms,92

while the one-versus-rest mechanism is utilized to handle multi-class classifi-93

cation process. The PSO algorithm is a metaheuristic optimization algorithm94

inspired by the social behavior of bird flocks. PSO is adopted in the present95

work to search for the optimal number of features and the minimum docu-96

ment frequency required to create the feature representation. Furthermore,97

PSO is used to tune the cost (C) parameter to train the SVM classifiers in98

the one-versus-rest ensemble. In addition, the PSO is integrated with differ-99

ent binarization mechanisms in an attempt to boost its search performance.100

This approach will be referred to as (BPSOTF −SVMOV R) throughout this101

work, and it will be compared with different well-known machine learning102

classification algorithms. The results show that (BPSOTF −SVMOV R) out-103

1https://www.altibbi.com/
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performs other well-known techniques.104

The rest of the paper is organized as follows. Section 2 describes related105

works on the topic of text classification and medical QA systems. Section106

3 provides a background of the SVM algorithm and the PSO optimizer.107

Section 4 presents the problem description related to Altibbi’s telemedicine108

service. Section 5 describes the dataset, the preprocessing stage, and feature109

extraction capabilities. Section 6 presents the proposed approach including110

particles’ encoding, fitness evaluation, and binarization techniques, as well111

as the overall procedure of the designed approach. Section 7 explains the112

utilized evaluation measures. Section 8 presents the results, encompassing113

the experimental settings, the influence of fitness weighting parameters, the114

effect of variants of the transfer function, and a comparison between the115

proposed approach and popular machine learning classifiers. Finally, Section116

9 provides general conclusions and offers recommendations for future works.117

2. Related works118

Previous studies on text classification have focused on implementing rule-119

based approaches to extract distinguishing patterns of features to develop120

classification rules. A prominent rule-based method involves targeting key-121

words of “wh questions” (e.g. why, where) and then finding words that are122

associated with these wh-words and determining whether they are nouns or123

verbs. However, rule-based methods are inefficient since they scale poorly124

with the data size and their computations are costly. On the other hand,125

machine learning techniques have been utilized widely in the era of text clas-126

sification, particularly, in question classification. This section, in general, is127

devoted to describing related works in the area of text classification using128

machine learning algorithms that classify Arabic text where it is feasible. It129

also discusses previous research studies dedicated to medical or healthcare130

question classification and answering systems.131

Machine learning methods are a remarkable type of AI that have been132

adopted for various applications including those in the industrial, financial,133

and medical sectors [4, 5, 6]. SVM algorithm is a popular machine learning134

algorithm for text classification. For instance, Zhang and Lee [7], developed135

an automatic question classification framework using a "TREC QA" data set136

by extracting the bag-of-words (BoW) and bag-of-ngrams features. In which,137

the SVMs algorithm showed efficient performance over naïve bayes (NB), de-138

cision tree (DT), and Sparse Network of Winnows algorithms. Meanwhile,139
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[8] performed an analytical study on the usage of statistical methods for140

fact-based question classification. Metzler and Croft found that the statis-141

tical methods performed better when they included semantics or syntactical142

features. Additionally, Li et al. [9] proposed a combination of rule-based143

and statistical methods for question classification that integrates linguistic144

features from WordNet. Further, [10] reported a state-of-the-art question145

classification method that considers headword features and WordNet hyper-146

nyms, along with maximum entropy (ME) classifier. Also, [11] proposed a147

novel question classification approach based on a semi-supervised and co-148

training framework. In this approach, the most frequent words were used as149

classification features and their semantic similarity were considered as feature150

weighting criteria. Their method led to a (2-4)% improvement in the results.151

In [12], the authors argued that analyzing the question structure could im-152

prove the performance of question classification systems. They justified this153

by using a new kernel function that relies on the syntactic dependency re-154

lationship and speech tagging. Cao et al. [13] developed an online clinical155

QA system (AskHERMES) that relies on linguistics features and machine156

learning algorithms. Moreover, Le-Hong et al. [14] created a constituency157

and dependency structure analysis of questions that increased the model’s158

accuracy by over 8%.159

Mohasseb et al. [15] proposed a grammar-based machine learning method160

for question classification. In their method, a hierarchical synthetic minority161

oversampling technique was integrated to resolve the class imbalance prob-162

lem. In other work, Sarrouti and El Alaoui [16] implemented machine learn-163

ing algorithms that classify biomedical questions into four types (yes-no,164

factoid, list, and summary) by relying on lexico-syntactical features. Their165

method achieved a maximum of 89% accuracy using SVMs. Similarly, Mo-166

hasseb et al. [17] developed a grammar-based approach for question catego-167

rization (GQCC). In this approach, questions are represented as grammat-168

ical patterns that are fed into machine learning methods. which performed169

well. There is little research on Arabic question classification and answer-170

ing compared to those on English language. Such efforts include the work of171

Al-Bayan [18] for the holy book (Al-Quran) QA, and Arabic question classifi-172

cation using multinomial NB [19]. Remarkably, Hamza et al. [20] presented a173

new framework for Arabic question classification that reshapes the questions174

using a distributed representation of words with new words taxonomy, and175

their proposed approach achieved 90% accuracy using the SVM algorithm.176

López Seguí et al. [21] investigated the use of machine learning for primary177
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care teleconsultation using five algorithms and four text representation meth-178

ods. The proposed strategy had very good performance results even when179

the amount of deployed data was relatively small. In addition, Wasim et al.180

[22] performed a multi-label question classification for answer type predic-181

tion in the biomedical field. Their approach depended on a label power set182

transformation method with logistic regression (LR) algorithm. Meanwhile,183

Sarrouti and El Alaoui [23] proposed a semantic biomedical QA system by184

adopting lexico-syntactic features and machine learning techniques, which185

achieved efficient performance and scaling abilities.186

Our conducted literature review shows that there is a lack of research on187

the Arabic medical speciality classification of questions. Hence, this research188

work attempts to provide a medical speciality classification method by taking189

Altibbi telemedicine company as a case study.190

3. Methods191

3.1. Support vector machines192

The SVM algorithm is a popular, statistical, and supervised machine193

learning algorithm that is also known as the large margin classifier. It194

has been recognized widely among the research community for its ability195

to tackle diverse classification and regression problems in various fields, in-196

cluding image and text classification, image segmentation, and pattern recog-197

nition [24, 25].198

Primarily, the SVM algorithm was developed by Boser et al. in 1992 [26],199

to integrate the support vectors and hyperplanes to formulate the decision200

boundaries for distinguishing classes. The purpose of decision boundaries is201

to maximize the marginal distance between a hyperplane and the respective202

data examples in case of a binary classification problem. They can also min-203

imize the ε-deviations in cases of predictive learning (see Fig. 1). Originally,204

the SVM algorithm was proposed to address binary classification problems.205

However, later, it was adapted to address multi-class classification problems206

using different criteria, such as by utilizing each support vector machine to207

differentiate one class from all other classes by means of the (one-versus-rest)208

approach.209

Generally, the objective of the SVM is to diminish the training error and210

promote the generalization ability to new unseen data based on the principle211

of structural risk minimization. It is intended to find a hypothesis (I) from212
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the hypothesis space (H) that ensures the minimal probability of error for a213

given training example in relation to a regularization function.214
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Figure 1: A description of the SVMs algorithm for classification and regression. The blue
circles represent the positive class, and the grey circles represent the negative class. In
(a), SVM utilizes the support vectors near the class boundary to maximize the margins,
while in (b), it reduces the error deviations between the decision boundary and the actual
target.

A linearly separable dataset can be differentiated by using a linear hyper-
plane in the form of (f(x) = w · x+ b = 0), where w is a weight vector, and
b denotes a threshold between the hyperplane and the origin plane. Suppose
a training dataset X = (x(1), y(1))...(x(m), y(m)) that has m training examples
and n features. In this case, the objective of the SVM is to minimize the
objective function characterized by Eq. 1, where C is the regularization pa-
rameter, A is the objective function presented by Eqs. (2-4), and B is the
regularization function (Eq. 5).

Min C · A+B (1)

A =
m∑
i=1

[
y(i)cost1(θ

Tx(i)) + (1− y(i))cost0(θTx(i))
]

(2)

In the above equation, cost1 represents the cost regarding the positive class,
and cost0 corresponds to the negative class, as defined by Eq.3.

cost1 = −log(hθ(x(i)))
cost0 = −log(1− hθ(x(i)))

(3)
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Where hθ(x) is the hypothesis of the training data and given by Eq. 4.215

hθ(x) =

{
1 if θT ≥ 0
0 otherwise

(4)

B =
1

2

n∑
j=1

θ2j (5)

A key aspect of the SVMs algorithm is the adoption of kernel functions216

to handle the non-linearly separable data, which transforms the data into217

a higher-dimensional space to grasp the non-linear relations within the data218

variables by linear-hyperplanes found in the higher spaces. The SVM utilizes219

various types of kernels, such as the linear kernel, the polynomial kernel,220

and the radial basis function (RBF). In other words, for example, the RBF221

kernel can be used to adapt non-linear variables and find non-linear decision222

boundaries. The RBF kernel is defined as K(x(i), x(j)) = exp(−γ||x(i) −223

x(j)||2), where γ is the gamma coefficient.224

Even though the SVM algorithm is efficient, its performance is highly225

sensitive to the setting of the cost (C) regularization parameter and the (γ)226

coefficient in the case of non-linear SVMs. Hence, inappropriate values of C227

and γ can lead to poor generalization due to the overfitting or underfitting228

the data. To illustrate, setting a large value of the C parameter results in229

a lower bias and higher variance, which is prone to overfitting. In contrast,230

a smaller value of C; increases bias and reduces variance, which causes the231

algorithm to underfit the data. Therefore, optimizing the values of C and232

γ to boost the performance of the SVM is an essential step to training the233

algorithm.234

3.2. Particle Swarm Optimization235

The PSO algorithm is a kind of swarm intelligence optimizer, and a236

nature-inspired metaheuristic that was designed by Eberhart and Kennedy237

in 1995. The PSO algorithm is considered a global stochastic search algo-238

rithm that aims to find the reasonable solutions to an objective function.239

The search mechanism of the PSO algorithm is inspired by the search strat-240

egy of bird swarms while foraging. The PSO algorithm includes a collection241

of randomly generated solutions that are known by particles. Each particle242

is characterized by velocity and position; hence, the particles search for the243

optimal solutions by continuously updating their positions of flight, and their244
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velocities by following a leader particle. Primarily, the velocity and position245

components of particles are affected by the particle’s (local) experience, as246

well as the particles’ (global) experience. Subsequently, during the search247

process; each particle depends on its own experience, which is denoted by248

the “cognitive component” and is represented by (pbest). Moreover, the ex-249

periences of other particles are known as the “social component”, and are250

represented by (gbest).251

Exploring the search space corresponds to an iterative movement of par-
ticles, the velocities and positions of which are modeled mathematically by
Eq. 6, and Eq. 7, respectively. Here, (d ∈ D) represents the d−th dimension
in the search space, (w) is the inertia weight coefficient that is responsible
for balancing exploration and exploitation. (r1) and (r2) are two random
numbers in the range of [0,1], (c1) and (c2) are the acceleration constants
that control the randomness effect of the social and cognitive components.
Furthermore, (vid(t)) and (xid(t)) are the current velocity and position of
particle (i) at time (t) and the (d − th) dimension, respectively, while (pid)
presents the personal best position of particle (i), and (gd) represents the
global best particle among the population.

vid(t+1) = w ∗ vid(t)+ r1 ∗ c1 ∗ (pid(t)−xid(t))+ r2 ∗ c2 ∗ (gd(t)−xid(t)) (6)

xid(t+ 1) = xid(t) + vid(t+ 1) (7)

Over the years, the PSO algorithm has been used successfully in a wide-range252

of applications in various fields due to its simple implementation, the fact253

that there are few parameters to optimize, and its relatively fast convergence254

[28, 29, 30]. The typical classic PSO algorithm is illustrated in Algorithm 1.255

Initially, the PSO algorithm was developed to cope with continuous opti-256

mization problems. However, later on, Kennedy and Eberhart [31] expanded257

the classic PSO algorithm so it could handle discrete (binary) problems. The258

binary PSO represents the positions of particles as vectors of binary bits 0,1,259

whereas, the velocities of particles act as the probabilities of a bit being a260

value of (1). In [31], Kennedy and Eberhart proposed the binary PSO by261

utilizing a type of transfer function known as the Sigmoid function. Transfer262

functions are mathematical models used to transform the continuous search263

space into a binary search space. Various transformation functions have been264

suggested. These include the V-shaped, and S-shaped transfer functions pro-265

posed by Mirjalili and Lewis [32].266
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Algorithm 1 The classic PSO algorithm
1: Initialize a population of particles of size N
2: for each particle do
3: Initialize the particle
4: end for
5: while (t< Maximum iterations) do
6: for each particle do
7: Evaluate the particle’s fitness (J)
8: if (J is better than the pBest) then
9: set J as the new pBest
10: end if
11: Set the particle with the pBest value as gBest
12: end for
13: for each particle do
14: Calculate particle’s velocity as in equation 6
15: Update particle’s position as in equation 7
16: end for
17: t=t+1
18: end while

The Sigmoid function is defined as described in Eq. 8, where T (vid(t)) is
the probability of having a (1) bit value. Hence, the position of a particle
in a binary PSO is formulated per Eq. 9 instead of Eq. 7, where rand is a
randomly generated number.

T (vid(t)) =
1

1 + e−vid(t)
(8)

xid(t+ 1) =

{
1 if T (vid(t)) ≥ rand
0 if T (vid(t)) < rand

(9)

4. Problem description267

As primary care is at the core of Altibbi telemedicine service, it is Altibbi’s268

doctors’ responsibility to direct patients to the correct specialized doctor.269

This is because too many patients ask the question “Which doctor shall I270

visit?”. Meanwhile, it must be ensured that patients are receiving a typical271

medical consultation, starting from the primary care stage until the process272

is completed when the patient is directed to a specialized doctor if needed.273
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This was easily detected by the general practitioner directly after the med-274

ical consultation with the patient. However, Altibbi provides asynchronous275

answers for medical questions that are answered by a specialized doctor276

within 24 hours. Altibbi receives thousands of questions every day that need277

to be answered asynchronously while avoiding spamming doctors’ inboxes278

with questions that are not related to their speciality. Altibbi has carried279

out this routing process manually by having medical officers review ques-280

tions and decide the corresponding speciality for each question, which was281

then routed to the correct doctor. However, this was a very time-consuming282

and cost-inefficient process. Furthermore, the manual process cannot be ac-283

complished in real time and was not (100%) accurate. Many questions were284

routed incorrectly due to the high intersection among keywords and because285

some specialties overlap. Table 1 gives some examples on questions received286

by Altibbi Company in Arabic and their corresponding speciality type. In287

addition, the table exhibits two close questions in their type, which are re-288

lated to the “Nutrition” and “Digestive System Diseases”. This challenge289

raises the need to automate (speciality detection) by applying an intelligent290

computational detection module based on machine learning algorithms.291

Table 1: Examples of different questions translated into English and their associated
speciality.

Question Translated question Speciality

?T�R�¤ �Aml� �wq� �fW�� �db§ ¨t� When does the child start by saying
clear words?

Child health

Tys�®t�� TyFAs�l� ���¯� �®`�� w¡A�

d`� ©d§ Yl� �rhZ ¨t�� Ty�Aqf��

?TyFAs��� �Am§r� ��d�tF�

What is the best treatment for bul-
lous contact allergies that appeared
on my hands after using allergy
creams?

Dermatology

rmt�� ¨�  w�wm�� ��Cdy¡w�rk��

�yWtF� rm� Tb� ��¤ TWys� �� dq`�

?¨RA§r� CAhn�� ¨� ���  �

Existing carbohydrates in dates are
complex or simple, and how many
units do I eat in the day as an ath-
lete?

Nutrition

CAS���¤ ¢h�Af�� ��� dn�Am¶� º¨qt��

?¢�wl�¤ ¢�AbF� A� ,¢�wbW� ry���

Always vomiting when eating un-
cooked fruits and vegetables, what
are its causes and solutions?

Digestive Sys-
tem Diseases

�y`l� �¶�d�� ¢�d��� �Fw� �®� w¡A�

�y�r�� rb� P�f��  � �� ©rsy��

�y§�rK��¤ £ C¤¯� ��¤ ¨syVAn�m��

?¢mylF

What is the treatment for perma-
nent pupil dilatation of the left
eye, even though the examination
through MRI and all the veins and
arteries are intact?

Ophthalmology
& Eye Dis-
eases
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The artificial intelligent module is a profound automated phase, both in292

synchronous and asynchronous medical consultations. It provides a real-time293

and reliable step for asynchronous questions, thereby eventually minimize294

the doctor’s efforts in addressing the correct speciality. Fig. 2 is a graphical295

illustration of the problem of medical speciality detection and question clas-296

sification. An intelligent classification system involves processing, classifying,297

and answering questions by specialists.298

Medical
consultation

General 
Practitioner

Specialized
doctor

Direct the questions to
the right specialist

Questions preprocessing

Questions classification

Answering questions by
specialists 

Consume time & efforts Incorrect classifications Intelligent module

10k+10k+
10k+

Figure 2: A description of the manual question classification and speciality detection.
Also, the potential intelligent classification system.

5. Dataset collection and preparation299

In this work, all data were obtained from Altibbi company. Altibbi is300

a digital health cloud-based platform that focuses on telemedicine services301

for primary care purposes, health management systems (HMS) and Arabic302

medical content, targeting the MENA region. The company has provided303

more than 1.2 million structured medical consultations, more than 3 million304

accredited and verified pieces of medical content, and about 1 million elec-305

tronic medical records (EMR). Its telemedicine service is provided through306

multiple channels (video, live chat, GSM calls, and asynchronous responses).307

For this work, Altibbi provided 15,000 questions, which were written in308

Arabic. Each question is classified by a team of experts from the company309

into one of 15 medical specialties. The questions were evenly distributed over310

the classes (i.e. 1000 questions per class).311
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5.1. Data preprocessing312

The data preprocessing stage includes several stages and prepares the313

data in a way that fits with the learning algorithms. Data preprocessing in-314

cludes data cleaning and normalization, stemming, and tokenization. Clean-315

ing primarily includes removing non-Arabic characters, numbers, symbols,316

diacritics, web addresses, and punctuation, as well as the Arabic stop words317

and negation words. The normalization or denoising of characters involves318

the alteration of various forms of Arabic characters into a common collo-319

quial form. During tokenization, the questions are split into sets of words320

(tokens) based on the presence of a white space. The obtained tokens are321

then stemmed by removing the morphological affixes of terms. The IRSI322

stemmer is utilized from the Natural Language Toolkit (NLTK) library [33].323

Consequently, the cleaned data is utilized for further analysis in the following324

experiments.325

5.2. Features extraction326

The main objective of natural language processing techniques is to find327

useful information related to the raw data by adopting intelligent machine328

learning methods. However, a key aspect of training machine learning al-329

gorithms is preparing the statistical and numerical features that reveal the330

hidden patterns within textual data. Several approaches have emerged in331

the literature for reshaping textual data into numerical vector-like represen-332

tations (e.g., the bag-of-words method, term frequency, TF-IDF) [34].333

TF-IDF is a textual vectorization technique that is used in various fields
such as document and text classifications [35, 36]. It is an evolved version
of term frequency (TF) vectorization strategy that assigns rare words in
a document a high weight value. The advantage of TF-IDF over the TF
approach is its ability to mitigate the influence of frequent words that are
not especially important or informative and can mislead the learning process.
The TF method represents the ratio of the occurrences (fk) of each word (k)
over the number of unique keywords in the document, as in Eq. 10.

TF =
nk
n

(10)

Differently, the IDF presents a measure to quantify the frequency rate of334

a word across all documents. Hence, higher IDF values indicate more fre-335

quently used words. Eq. 11 provides the formula of IDF, where (N) is the336

14



number of documents, and (dfk) is the number of documents that include the337

keyword (k).338

IDF = log2(
N

dfk
) (11)

However, keywords with a high IDF value have a low weighting score in TF-
IDF. TF-IDF is given based on the cross-product of TF and IDF . Eq. 12
shows the formula to calculate the weight of the term (tk) based on TF-IDF
[34].

Weight (tk) =
fk
n
X log2(

N

dfk
) (12)

5.3. Exploratory data analysis339

In machine learning, the preprocessing step of exploring the data is known340

as exploratory data analysis (EDA). The objective of EDA is to explore data341

visually and capture the characteristics that aid its analysis. It is very chal-342

lenging to interpret high-dimensional datasets to find relationships among343

features. In such cases, natural language textual data must be dealt with,344

whereby the words are the features. As such, dimensionality reduction tech-345

niques are concerned with diminishing the feature space by preserving prin-346

cipal features to visualize and examine the data. In the literature, differ-347

ent mechanisms such as the t-Distributed Stochastic Neighbor Embedding348

(tSNE) have been introduced to reduce the number of features [37]. The349

tSNE is a non-linear feature mapping system that depends on the conditional350

probability of similarities between points in the higher space and the condi-351

tional probability of similarities for points in the lower spaces. Its objective is352

to reduce the difference in the lower and higher conditional probabilities us-353

ing Kullback-Leibler divergence [37]. The tSNE is primarily used to visualize354

vast datasets.355

Fig. 3 and 4 show a graphical projection of the features of the medical356

questions obtained before and after preprocessing and elimination of stop-357

words, respectively. Fig. 3 presents the capability of the tSNE algorithm358

to group similar points together. Some classes are clearly observable, while359

others overlap. The (“Nutrition”) and (“Tumors”) classes are apparent, while360

(“Psychiatric Diseases”), (“Gynecology & Women Diseases”), and (“Sexual361

Health”) are highly interfering. Fig. 4 describes the projection of 15,000362

samples after preprocessing and the removal of the stopwords. It is evident363

here that more classes has formed a clearer shape. For example, the (“Dental364
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Medicine”), (“Eye Diseases”), and (“Child Health”) became more pronounced,365

while (“Gynecology &Women Diseases”), and (“Sexual Health”) became more366

compact. However, (“Dermatology”) and (“Ear, Nose, & Throat”) still ex-367

perienced extensive overlapping. It is clear from the second figure (Fig. 4)368

that the removal of stopwords or the meaningless words results in more clear369

compact clusters of classes, whereas, the existence of redundant words makes370

the classes less predictable.371
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Figure 3: The tSNE projection of 15,000 questions before the preprocessing and the re-
moval of stopwords. In addition, it incorporates the total number of features (words) that
are produced from the TF-IDF vectorizer.

On the other hand, after carrying out the preprocessing steps, the ques-372

tion length distributions for the 15 classes were depicted as boxplots (Fig.373

5). The lengths of questions are represented by the number of tokens in the374

respective tokenized questions. It can be seen that most of the classes have375

very similar distributions with their length medians ranging from 50 to 75376

tokens.377

6. Proposed classification system (BPSOTF − SV MOV R)378

Various algorithms have been developed to deal with binary classification379

problems, such as logistic regression and SVM. However, binary classification380
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Figure 4: The tSNE projection of 15,000 questions after questions’ preprocessing and by
considering the total number of features that are produced from the TF-IDF vectorizer.

algorithms can be adapted to handle multi-class classification problems by di-381

viding the multi-class classification problem into several binary classification382

problems. Essentially, in the literature, there are two basic approaches for383

transforming the multi-class classification into multiple binary classifications,384

which are the one-versus-one (OVO), and the one-versus-rest (OVR) meth-385

ods. The former is concerned with training a classifier for each pair of classes,386

while the predicted class is the one with the most votes. However, a down-387

side of the OVO strategy is that it requires the training of (Nc ∗ (Nc − 1)/2)388

classifiers, for which Nc is the number of classes.389

Meanwhile, the latter requires training one classifier for each class. Thus,390

each classifier learns a class against all other classes. As such, each classifier391

predicts a probability of a class, and, finally, the predicted class is that with392

the highest probability score. Markedly, OVR has some noteworthy advan-393

tages over the OVO approach. One such advantage is that it learns smaller394

number of classifiers (Nc), which makes its computations easier [38].395

6.1. Particle encoding396

Each particle in the proposed methodology is represented by a binary397

vector that consists of three parts. The first part of the vector represents the398
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Figure 5: Questions length distribution in terms of the number of words for the 15 medical
classes.

maximum number of features to be considered by the TF-IDF vectorizer,399

where its length is (19) elements. This number is selected to represent the400
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total number of possible features in the dataset (102,994). The second part401

of the vector consists of two elements that represent the minimum document402

frequency parameter. This parameter determines the threshold according403

to which all terms have document frequency lower than it will be removed404

from the process when building the vocabulary in TF-IDF. Whereas, the405

third part presents the cost (C) parameter of SVM algorithms included in406

the OVR mechanism, where (C) has (8) elements in length. Hence, a vector407

of dimension (29) is utilized to encode the number of features, the document408

frequency parameter of TF-IDF, and the C hyperparameter of SVMs. Fig.409

6 represents the adopted structure of PSO particles.410

0 18

d1 d2 d3 d4 d19 d20 d21 d22 d23 d24 d29
19 20 21 28

No. of features Cost

Min. document
frequency

Figure 6: An illustration of PSO particle dissected into three parts.

6.2. Fitness evaluation411

Assessing the goodness of the generated particles requires decoding the412

vector’s elements into three parameters; the maximum number of features413

(fs), the minimum document frequency (fd), and the cost parameter. There-414

fore, (fs) and (fd) were adopted to build the TF-IDF vectorizer, while the415

C parameter is used to create the SVM classifiers. The classification model416

of the SVMs were trained based on the preprocessed training dataset and417

validated using a separate transformed validation set. It is worth to note418

that the OVR method generated 15 different SVMs classifier for each class419

label.420

The evaluation of the trained model depends on a weighted-sum fitness421

approach that relies on the classification performance given by (1-accuracy)422

and the selected features rate. The fitness is formulated by Eq. 13, where423

α and β are two weighting parameters, in which, (β = 1 − α). (fs) is the424
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number of selected features, and (F ) represents the total number of features425

(unique words) [39, 40].426

Fitness = α(1− Accuracy) + β
fs
F

(13)

6.3. Binarization mechanism427

The objective of the binarization mechanism is to convert the real search428

space into a binary search space so that it can be adapted to binary opti-429

mization problems. It was first introduced by Kennedy and Eberhart, who430

used it to transform the particles of PSO from real-valued vectors into binary431

vectors.432

Two variants of Sigmoid transfer functions are used extensively in the433

literature. These are the S-shaped and V-shaped functions [32]. The transfer434

function assigns a probability for each element in the vector, which indicates435

its likelihood of being (1). If the probability is greater than a randomly436

generated number, then the corresponding element of the particle is assigned437

a value of (1); otherwise, it is assigned a value of (0). Eq. 8 shows the S2438

transfer function (Sigmoid), while Eq. 9 presents the transformation process439

based on the probability produced by Eq. 8. Fig. 7 depicts the behavior of440

the V-shaped and S-shaped transfer functions.441
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Figure 7: A description of two families of transfer functions; (a) is the V-shaped function, and
(b) is the S-shaped function
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6.4. Procedure442

The procedure of (BPSOTF − SVMOV R) starts by creating a random443

population of particles that has random positions and velocities. Each par-444

ticle is evaluated using an objective (fitness) function, as illustrated by Eq.445

13. Hence, depending on the computed fitness values, each particle updates446

its (bpest) of the obtained solutions. Meanwhile, the global best (gbest) so-447

lution found among all particles is stored in external memory. Afterward,448

the particles adjust their positions and velocities using Eqs. 9 and 6, respec-449

tively. Before updating the position vectors, the transfer function transforms450

the velocity values into potential probabilities to encode the binary position451

vector. The processes of generating solutions (particles), evaluating them,452

and adjusting their positions and velocities are repeated until the maximum453

number of iterations is reached.454

The fitness evaluation phase involves five critical operations, which are455

decoding the particles, dividing the data into training and validation sets, cre-456

ating the TF-IDF vectorizer, building the SVM classifiers using OVR mech-457

anism, and evaluating the fitness of the corresponding particle.458

Decoding the particles from binary to real values results in three opti-459

mization parameters: the maximum number of features (max_features),460

minimum document frequency (min_df), and the cost parameter of SVMs.461

The first two parameters (max_features,min_df) are utilized to construct462

the TF-IDF vectorizer, while the cost parameter is considered when building463

a linear SVM models. The TF-IDF vectorizer tokenizes the set of ques-464

tions and calculates the occurrences of words. Therefore, to build a TF-IDF465

features matrix of shape (samples#, features#), a TF-IDF transformer is466

applied to the data.467

Regarding the classification model, the OVR approach is employed for468

training 15 SVM classifiers that handle the multi-class classification problem.469

A subset of the training data is left for validation, which accounts for (25%470

of the entire training dataset). The training subset is adopted for fitting the471

SVM classifiers in the OVR, while the validation set is used to evaluate the472

trained models and to compute the particles’ fitness. Further, the applied473

fitness is a weighted sum of the error and features rate, as described by Eq.474

13. Upon evaluating the particles, the fitness is returned to the PSO cycle to475

adjust the particles and guide the search toward the optimal solutions. Fig.476

8 illustrates the methodology steps of the proposed (BPSOTF − SVMOV R).477
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Figure 8: A description of the methodology in which the MaxIters is the maximum number
of iterations, and FR is the features rate.

7. Evaluation measures478

A set of evaluation measures were utilized to quantify the performance of
the multi-class classification problem, including the accuracy, macro-recall,
macro-precision, macro-f1, and the features reduction rate (FRR). The macro
measure converts binary evaluation metrics into multi-class evaluation mea-
sures that averages the computation of the binary metric across all the classes.
The accuracy is the fraction of correct predictions over the total number of
samples (nsamples), which is defined in Eq. 14, where y is the actual value of
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sample (i), and ŷ is the predicted value.

Accuracy(y, ŷ) =
1

nsamples

nsamples−1∑
i=0

1(ŷi = yi) (14)

The macro-recall (Recallm) calculates the average recall of each class, for
which, the recall expresses how much the model can identify the positive
examples. The macro-recall is given by Eq. 15. In which, (L) is the set of all
classes, (yl) is the proportion of predicted data with label l, and ŷl represents
the data samples that have true labels.

Recallm =
1

|L|
∑
l∈L

R(yl, ŷl), R(yl, ŷl) =
|yl ∩ ŷl|
|ŷl|

(15)

Similarly, the macro-precision (Precisionm) finds the mean precision across
all classes. In this case, the precision describes the ratio of correctly identified
positive examples over the actual number of positive examples (Eq. 16).

Precisionm =
1

|L|
∑
l∈L

P (yl, ŷl), P (yl, ŷl) =
|yl ∩ ŷl|
|yl|

(16)

The macro f1-score (F1 − scorem) calculates the score for each class and
then returns their unweighted average. The F1-score is the harmonic mean
of precision and recall, and it indicates the balance level between them. The
mathematical formula of F1− scorem is given by Eqs. (17-18).

F1− scorem =
1

|L|
∑
l∈L

Fβ(yl, ŷl) (17)

Fβ(yl, ŷl) =
(
1 + β2

) P (yl, ŷl)R(yl, ŷl)

β2P (yl, ŷl) +R(yl, ŷl)
(18)

The FRR indicates the capability of the classifier in removing the irrel-
evant features and promoting its classification performance. The FRR is
given by Eq. 19, where F is the total number of unique features, and fs is
the number of selected features.

FRR =
F − fs
F

(19)
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8. Experiments and results479

8.1. Experimental setup480

All experiments are implemented using Python version (3.7) on a Win-481

dows server (2012) platform with a random-access memory (RAM) of 64 GB,482

and Intel(R) Xeon(R) CPU E5-2609 processors with a speed of 1.70 GHz.483

For the PSO, the number of iterations and the population size are set to484

50, the (c1) and (c2) constants are set to 2, and the maximum and minimum485

values of the inertia weight are ∈ [0.6, 0.9]. Because the PSO searches for486

optimal values of three parameters (number of features, minimum document487

frequency, and cost), the size of the search space of the feature subsets is488

the maximum number words (102,994), while for the minimum document489

frequency it is in {1,2,3,4}. The range of the search for the cost parameter490

is [0,1.28]. Furthermore, all experiments were repeated (30) times to ensure491

the stability of results.492

8.2. Effect of fitness function parameters493

This subsection investigates the influence of the weighting parameters494

(α,β) of the fitness equation on the performance of the proposed (BPSOTF−495

SVMOV R).496

Different values of α and β are used, ranging from 0.0 to 0.2 for the497

β coefficient and from 0.8 to 1.0 for the α parameter. Table 2 provides498

details of the performance of (BPSOTF − SVMOV R) for different values499

of α and β regarding its accuracy, the number of features, and the FRR.500

In terms of accuracy, its performance is shows stability across the different501

values of α and β. When (α = 0.85 and β = 0.15), the accuracy reached502

its minimal value of 82%. Meanwhile, when α = 0.9999 and β = 0.0001,503

the accuracy achieved its highest value (85.7%). Nonetheless, regarding the504

number of features, having (0.99 < α < 1.0) results in greater number of505

features and lower FRR. In contrast, when (0.80 ≤ α < 0.99), a lower α value506

yields a higher FRR. Hence, balancing between minimizing the number of507

features and maximizing the accuracy results can be achieved at (α = 0.99508

and β = 0.01.)509

8.3. Effect of transfer functions510

The binarization mechanisms play a vital role in enhancing the per-511

formance of metaheuristic optimizers and hindering them from converging512
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Table 2: The effect of (α) and (β) on the accuracy, average number of selected features,
and the features reduction rate.

α β Accuracy No. of Features FRR

1.0000 0.0000 0.854 37231 0.639

0.9999 0.0001 0.857 36954 0.641

0.9990 0.0010 0.855 10889 0.894

0.9900 0.0100 0.854 4686 0.955

0.9500 0.0500 0.839 1690 0.984

0.9000 0.1000 0.836 1657 0.984

0.8500 0.1500 0.820 982 0.990

0.8000 0.2000 0.822 1027 0.990

quickly and getting trapped in local regions. Therefore, two variants of trans-513

fer functions for binarizing the search space of PSO are utilized, namely, are514

the S-shaped and V-shaped families.515

Table 3 shows the performance of the proposed (BPSOTF − SVMOV R)516

approach using four S-shaped and four V-shaped functions, in terms of its517

accuracy, number of features, and FRR. Generally, it is clear that the S-518

shaped functions can guide the algorithm toward better performance when519

considering the accuracy metric. For instance, at all (S1,S2,S3,S4), the520

algorithm approximately obtained 85% accuracy. In contrast, even though521

(V 1 and V 4) achieved nearly 85.5% accuracy, both (V 2 and V 3) failed to522

achieve more than 84.4%. Further, when considering the number of features,523

V 1 performed the worst (22,656 features out of 102,994). Similarly, V 3 had524

13,631 features. Conversely, all S-shaped functions minimized the number of525

features remarkably, which were expressed as FRR values of more than 95%.526

(S4) showed competitive results in terms of accuracy, number of features, and527

FRR (85.3%, 4129, and 95.9%, respectively). Even though (V 2) dramatically528

reduced the number of features to 3,835, it was significantly less accurate than529

other variants.530

Since the best performance was achieved by the algorithm at (S4), the rest531

of the experiments are conducted based on the (S4) binarization mechanism.532

Fig. 9 shows the convergence curves of (BPSOTF − SVMOV R) based on533
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Table 3: The effect of binarization techniques on the accuracy, average number of selected
features, and the features reduction rate.

TFs Accuracy No. of Features FRR

S1 0.852 4268 0.9586

S2 0.854 4686 0.9545

S3 0.853 4147 0.9597

S4 0.853 4129 0.9599

V1 0.855 22656 0.7800

V2 0.841 3835 0.9628

V3 0.844 13631 0.8677

V4 0.856 7962 0.9227

the S-shaped transfer functions. All S-shaped transfer functions converged534

relatively closely throughout the course of iterations. However, (S1) con-535

verged fast, which might lead to trapping in local optima. Meanwhile, (S4)536

converged smoothly.537

Fig. 10 depicts the convergence curves of (BPSOTF − SVMOV R) based538

on the V-shaped transfer functions. It is obvious that all (V 1,V 2,V 3,V 4)539

readily became stuck in a local solution at the beginning of the iterations.540

Also, it is clear that (V 3) performed weakly in comparison with the other541

variants, while (S4) outperformed the V-shaped transfer functions.542

Fig. 11 depicts the precision and recall of all the 15 classes of the proposed543

approach (BPSOS4−SVMOV R). It is clear from the plot that the algorithm544

achieved recall scores of greater than 80% for all classes. Meanwhile, for545

the precision scores, even that they increased by more than (80%) most of546

the time, the proposed approach performed slightly lower than (80%) for the547

“Dermatology” and “Psychiatric diseases” classes.548

Further, Fig. 12 shows the confusion matrix of the best obtained model549

of the proposed approach. The diagonal values correspond for the number of550

correctly predicted samples, while the other values represent the misclassified551

samples. Values in the diagonal can be confirmed by the tSNE representation552

in Fig. 4, which refers to clusters of clearly defined shape. Moreover, it553

can be noticed that there are seven samples of the (“Ear, Nose & Throat554

26



0 10 20 30 40 50
Iterations

0.165

0.170

0.175

0.180

0.185

0.190

Fi
tn
es

s
BPSOS1− SVMOVR

BPSOS2− SVMOVR

BPSOS3− SVMOVR

BPSOS4− SVMOVR

Figure 9: The convergence curves of the proposed (BPSOTF − SVMOV R) across the
S-shaped transfer functions.
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Figure 10: The convergence curves of the proposed (BPSOTF − SVMOV R) across the
V-shaped transfer functions.
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Figure 11: An illustration of the distribution of the recall and precision measures over all
classes.

Problems”) class were misclassified as (“Dental Medicine”). Also, one sample555

of the (“Dermatology”) class was incorrectly classified as (“Dental Medicine”).556

Furthermore, it is obvious that some questions of the (“Sexual Health”) class557

were misclassified as (“Urology & Venereology”) and (“Gynecology & Women558

Diseases”), which is reasonable due to the similar nature of these classes.559

8.4. Comparison results560

The best obtained model of the swarm intelligent based SVM was the561

(S4) binarization mechanism, with an average FRR of 95.7% (out of 30562

runs), and the most frequent value of the minimum document frequency of563
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Figure 12: A heatmap presentation of the confusion matrix of the best model of the
proposed (BPSOS4 − SVMOV R).

(4). Hence, the best model (BPSOS4−SVMOV R) is compared with various564

common machine learning algorithms (i.e. linear SVMs, Random Forest565

[41], Logistic Regression [42], Multinomial Naïve Bayes [43], Complement566

Naïve Bayes [44], Bernoulli Naïve Bayes [43], Stochastic Gradient Descent567

classifier (SGDClassifier) [45], SVMs based on the non-linear (RBF) kernel,568

XGBoost classifier [46], Adaboost [47], and the K-Nearest Neighbor (KNN)569

[48] algorithm). The performance of the (BPSOS4−SVMOV R) is compared570

with the above-mentioned algorithms in three phases. The first is when the571

TF-IDF vectorizer used the total number of features. The second is when572
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the TF-IDF vectorizer used 50% of the features. The third is when it used573

(25%) of the features. All three experiments were repeated (30) times to574

ensure the stability of the results. All experiments were evaluated in terms575

of their accuracy, macro F1-score, macro recall, and macro precision. For576

linear SVMs, several initial settings of the (C) were tested, mainly at costs577

of 0.2, 0.5, 1.0, and 1.5. The best model was determined as that with (C)578

value of 0.5.579

Table 4 presents the performance results of (BPSOS4 − SVMOV R) with580

11 machine learning algorithms concerning four evaluation measures and581

the total number of features. The (BPSOS4 − SVMOV R) significantly out-582

performed all other algorithms in terms of average accuracy, f1 − scorem,583

recallm, and precisionm, which reinforced by the reasonable values of stan-584

dard deviation accompanied by the ± symbol. The model yielded values585

(0.852, 0.851, 0.851, and 0.852) for accuracy, f1 − scorem, recallm, and586

precisionm, respectively. In terms of accuracy, (BPSOS4 − SVMOV R) per-587

formed the best. The LinearSVM, Logistic Regression, Multinomial NB,588

Bernoulli NB, and SGDClassifier achieved greater than 80% accuracy. As589

with the rest of the measures, the SVMs (RBF) performed the worst with590

an accuracy of (25%). Further, Wilcoxon Ranksum test [49] was employed591

to determine whether the differences between the obtained results were sta-592

tistically significant. This test was based on the accuracy metric with a593

significance level (α) is (0.05). As shown in Table 4, the difference between594

the results of the proposed approach and the other algorithms is significant.595

Tables (5 and 6) show the performance of (BPSOS4−SVMOV R) in com-596

parison to other machine learning algorithms when the considered number of597

features are half and a quarter of the original number of features. However,598

from the obtained results, it is noticeable that changing the number of fea-599

tures did not affect significantly on the performance of the utilized machine600

learning algorithms.601

9. Conclusion602

Text classification is a crucial part of a successful QA system. However,603

recent technological advances and the continuous emergence of health re-604

quirements have made it crucial to develop a medical QA system to promote605

the biomedical informatics sector. This article takes Altibbi company as a606

case study. This company provides telemedicine services in the MENA re-607

gion. The objective of this case study is to develop a text (medical question)608
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Table 4: A comparison of the average performance of BPSOS4 − SVMOV R with other
machine learning algorithms considering the number of all features. P-Values are based
on (α = 0.05), where the significant results are with underline typeface.

Algorithm Accuracy F1− scorem Recallm Precisionm

BPSOS4 − SVMOV R 0.852 ± 0.001 0.851 ± 0.001 0.851 ± 0.001 0.852 ± 0.001

linearSVM(C=0.5) 0.844 ± 0.000 0.844 ± 0.000 0.844 ± 0.000 0.845 ± 0.000

2.8719E-11

Random Forest 0.736 ± 0.006 0.735 ± 0.007 0.736 ± 0.006 0.739 ± 0.007

2.8719E-11

Logistic Regression 0.835 ± 0.003 0.836 ± 0.003 0.839 ± 0.003 0.840 ± 0.003

2.8719E-11

MultinomialNB 0.812 ± 0.036 0.812 ± 0.036 0.812 ± 0.036 0.814 ± 0.035

2.8719E-11

ComplementNB 0.791 ± 0.023 0.789 ± 0.023 0.791 ± 0.023 0.791 ± 0.023

2.8719E-11

BernoulliNB 0.809 ± 0.033 0.809 ± 0.033 0.809 ± 0.033 0.811 ± 0.032

2.8719E-11

SGDClassifier 0.842 ± 0.001 0.842 ± 0.001 0.842 ± 0.001 0.842 ± 0.001

2.8719E-11

SVMs (RBF) 0.250 ± 0.280 0.230 ± 0.300 0.250 ± 0.280 0.750 ± 0.060

2.8719E-11

XGBoost 0.783 ± 0.010 0.783 ± 0.010 0.783 ± 0.010 0.785 ± 0.010

2.8719E-11

Adaboost 0.615 ± 0.005 0.626 ± 0.008 0.615 ± 0.005 0.686 ± 0.010

2.8719E-11

KNN 0.761 ± 0.042 0.761 ± 0.042 0.761 ± 0.042 0.765 ± 0.039

2.8719E-11

speciality classification system. The proposed approach addresses essential609

challenges related to handling and preprocessing the Arabic language and the610

large number of classes. The swarm intelligence PSO with SVMs is applied611

with the one-versus-rest mechanism for feature selection and hyperparame-612

ter tuning purposes. Meanwhile, the proposed approach is used to handle613

multi-class classification tasks based on multiple binarization mechanisms.614
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Table 5: A comparison of the average performance of BPSOS4 − SVMOV R with other
machine learning algorithms considering 50% of the features.

Algorithm Accuracy F1− scorem Recallm Precisionm

BPSOS4 − SVMOV R 0.852 ± 0.001 0.851 ± 0.001 0.851 ± 0.001 0.852 ± 0.001

linearSVM(C=0.5) 0.844 ± 0.000 0.844 ± 0.000 0.844 ± 0.000 0.845 ± 0.000

Random Forest 0.736 ± 0.006 0.735 ± 0.007 0.736 ± 0.006 0.739 ± 0.007

Logistic Regression 0.839 ± 0.003 0.839 ± 0.003 0.839 ± 0.003 0.840 ± 0.003

MultinomialNB 0.812 ± 0.036 0.812 ± 0.036 0.812 ± 0.036 0.814 ± 0.035

ComplementNB 0.791 ± 0.023 0.789 ± 0.023 0.791 ± 0.023 0.791 ± 0.023

BernoulliNB 0.809 ± 0.033 0.809 ± 0.033 0.809 ± 0.033 0.811 ± 0.032

SGDClassifier 0.842 ± 0.001 0.842 ± 0.001 0.842 ± 0.001 0.842 ± 0.001

SVMs (RBF) 0.253 ± 0.285 0.228 ± 0.305 0.253 ± 0.285 0.755 ± 0.061

XGBoost 0.783 ± 0.010 0.783 ± 0.010 0.783 ± 0.010 0.785 ± 0.010

Adaboost 0.615 ± 0.005 0.626 ± 0.008 0.615 ± 0.005 0.686 ± 0.010

KNN 0.761 ± 0.042 0.761 ± 0.042 0.761 ± 0.042 0.765 ± 0.039

Table 6: A comparison of the average performance of BPSOS4 − SVMOV R with other
machine learning algorithms considering 25% of the features.

Algorithm Accuracy F1− scorem Recallm Precisionm

BPSOS4 − SVMOV R 0.852 ± 0.001 0.851 ± 0.001 0.851 ± 0.001 0.852 ± 0.001

linearSVM(C=0.5) 0.844 ± 0.000 0.844 ± 0.000 0.844 ± 0.000 0.845 ± 0.000

Random Forest 0.736 ± 0.006 0.735 ± 0.007 0.736 ± 0.006 0.739 ± 0.007

Logistic Regression 0.839 ± 0.003 0.839 ± 0.003 0.839 ± 0.003 0.840 ± 0.003

MultinomialNB 0.812 ± 0.036 0.812 ± 0.036 0.812 ± 0.036 0.814 ± 0.035

ComplementNB 0.791 ± 0.023 0.789 ± 0.023 0.791 ± 0.023 0.791 ± 0.023

BernoulliNB 0.809 ± 0.033 0.809 ± 0.033 0.809 ± 0.033 0.811 ± 0.032

SGDClassifier 0.842 ± 0.001 0.842 ± 0.001 0.842 ± 0.001 0.842 ± 0.001

SVMs (RBF) 0.250 ± 0.280 0.230 ± 0.300 0.250 ± 0.280 0.750 ± 0.060

XGBoost 0.783 ± 0.010 0.783 ± 0.010 0.783 ± 0.010 0.785 ± 0.010

Adaboost 0.615 ± 0.005 0.626 ± 0.008 0.615 ± 0.005 0.686 ± 0.010

KNN 0.761 ± 0.042 0.761 ± 0.042 0.761 ± 0.042 0.765 ± 0.039
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Remarkably, the proposed (BPSOS4−SVMOV R) achieved promising results615

in comparison with previously developed approaches. Furthermore, it outper-616

formed 11 well-known machine learning algorithms in terms of the accuracy,617

macro f1-score, macro recall, macro precision, and features reduction rate.618

An important implication that emerges from this study is the ability619

to automate the classification of patients’ questions more accurately and in620

real-time. Where this undoubtedly saves the resources and time, as well621

as, lessens doctors’ and practitioners’ efforts in directing the consultations622

to their correct specialities. Indeed, automatic question classification is a623

stepping stone to automatic question answering, particularly, for artificial-624

oriented natural language systems. However, the scope of the current work625

is limited in several ways. First, the number of considered questions was626

restricted to 15,000, while more data can be obtained and curated, which can627

widen the horizon for further experiments and findings. Second, the spatial628

representation of texts by the TF-IDF vectorizer is context-free, which means629

lacking the ability to capture the semantics of the questions. Incorporating630

vectorization techniques that are capable of expressing the hidden semantics631

are a breakthrough nowadays, that is interesting for further research work.632

This research can be expanded to research niches in more depth. For ex-633

ample, future studies can investigate the adoption of advanced feature repre-634

sentations like word embedding not merely to understand the syntax of words,635

but also to capture the semantics of hidden information. In addition, is the636

utilization of transfer learning, including the pre-trained word embedding, or637

the pre-trained deep learning models. These research recommendations can638

also be followed using large datasets of medical consultations.639
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