
An Intelligent Multimodal Medical Diagnosis System

based on Patients’ Medical Questions and Structured

Symptoms for Telemedicine

Hossam Farisa,b, Maria Habib*b, Mohammad Farisb, Haya Elayanb, Alaa
Alomarib

a King Abdullah II School for Information Technology, The University of Jordan, 11942,
Jordan; hossam.fari@ju.edu.jo;

bAltibbi (https://altibbi.com), Amman, Jordan; maria.habib@altibbi.com,
mohammad.faris@altibbi.com, haya.elayan@altibbi.com, alaa.alomari@altibbi.com

Abstract

The massive increase in health-related digital data has revolutionized the
power of machine learning algorithms to produce more salient information.
Digital health data consists of various information, including diagnoses, treat-
ments, and medications. Diagnosis is a fundamental service provided by
healthcare agents for improving patient health. However, diagnosis errors re-
sult in treating the patient incorrectly or at an improper time causing harm to
them. Computer-aided diagnosis systems are intelligent methods that help
clinicians in making correct decisions by mitigating the potential of clini-
cal cognitive errors. This paper proposes an intelligent diagnosis decision
support system as part of a telemedicine 1 platform for serving the Mid-
dle East and North Africa (MENA) region. The proposed system utilizes a
huge health-related dataset curated by the Altibbi company, which includes
numerous unstructured patient questions written in different dialects of the
Arabic language, and structured symptoms identified by specialized doctors.
The system encompasses a fusion of machine learning models trained based
on two modalities: the symptoms and the medical questions of the patients.
Various feature representation techniques (i.e., statistical and word embed-
dings) and machine learning classifiers, including Logistic Regression (LR),

1Telemedicine is defined by the World Health Organization by “healing at a distance,
which signifies the use of information and communication technologies to improve patient
outcomes by increasing access to care and medical information.”
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Random Forest (RF), Stochastic Gradient Descent Classifier (SGDClassi-
fier), and variants of the Multilayer Perceptron (MLP) classifier have been
used for experiments. The output of the combination of the two modalities
has shown promising predictive ability in terms of the classification accuracy,
which is 84.9%. The obtained results indicate the potential of the model in
predicting the diagnosis of possible patient conditions based on the given
symptoms and patients’ questions, which consequently can aid doctors in
making the right decisions.

Keywords: Altibbi, Multimodal Diagnosis, Machine Learning, Natural
Language Processing, Deep Learning, Document Embedding, TF-IDF,
Feature Extraction, Digital Health, Telehealth, Telemedicine,
Computer-Aided Diagnosis, Arabic Language, MENA

1. Introduction1

Digital medical and health informatics have significantly transformed pa-2

tients’ primary care through better healthcare coordination, patient involve-3

ment, and improved diagnoses. Differential diagnosis is the process of de-4

ciding the etiology of a disease by their symptoms when multiple diseases5

intersect. It is known to be highly complicated when the case is to detect6

infrequent diseases. Meanwhile, the early detection of a disease can result7

in a dramatic impact on a patient’s health. The World Health Organiza-8

tion (WHO) reported that approximately 5% per year of adults encounter9

diagnostic errors in high-income countries [1], while Mahumud et al. [2] pro-10

claimed that nearly 850,000 diagnostic errors are reported annually from11

developed countries. Managing such clinical diagnosis uncertainty causes a12

problem, especially for inexperienced physicians or clinicians. Automating13

the process of diagnosis by computational techniques is a significant objec-14

tive for online telehealth platforms. The benefits of automated computer-15

aided diagnosis systems are to make the clinical diagnosis available to all16

in real-time and save the doctors and patients effort and time. Diagnosis17

Decision Support Systems (DDSSs) provide clinicians with accurate infor-18

mation to address a condition. DDSSs have a considerable influence on pro-19

moting the accuracy of a targeted diagnosis and on improving therapeutic20

and patient-related decision-making. DDSSs can be classified as knowledge-21

based, non-knowledge-based, or a hybrid of them [3, 4]. Knowledge-based22

DDSS integrates a set of rules, which is known as the best practices address-23
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ing a condition in the literature. Whereas, the non-knowledge-based systems24

do not incorporate a predefined set of rules, but use machine learning algo-25

rithms to infer such rules from a large number of previously defined cases.26

On the contrary, the hybrid models integrate information from a predefined27

knowledge in medical sciences, as well as from learned knowledge of medical28

experiences.29

The problem of misdiagnosis has been argued to be a consequence of30

cognitive errors made by clinicians, where the statistics show that three out31

of four diagnostic errors are attributed to a deficit in cognitive biases and32

clinical reasoning [5]. DDSSs powered by artificial intelligence techniques33

are known to be the best approaches that include cognitive experiences and34

medical knowledge to produce better patient health-related decisions [6]. Ar-35

tificial intelligence is a branch of science that imitates the natural intelligence36

of humans by machines, where the machines can think and infer knowledge37

without human intervention by utilizing meta-learning techniques, such as38

the machine learning methods. Developing such intelligent diagnostic mod-39

els is critical for mitigating clinical errors, and essential in helping clinicians40

taking the correct decisions at the right time. However, building efficient41

diagnostic systems requires the availability of a massive amount of relevant42

data to train and deploy them. Clinical and digital health platforms are rich43

resources of clinical raw data presented in various formats, including tex-44

tual, auditory, or visual. Dealing with textual clinical data requires special45

methods capable of preprocessing and analyzing such data. Natural language46

processing techniques can handle and process textual data in order to gener-47

ate representative features that capture hidden patterns of relationships. The48

learned features are deployed into learning algorithms to produce meaningful49

knowledge. Clinical natural language processing analyzes medical or clini-50

cal reports that consist of different information including the diagnosis and51

treatment, which is processed to infer such useful knowledge to aid clinicians52

in making decisions.53

The aim of this article is to automate the process of diagnosis by propos-54

ing an intelligent model to help doctors and clinicians in making the correct55

decision during the diagnosis process. The plan for this model is to assist56

clinicians in the MENA region, who speak the Arabic language. Natural57

language processing in the Arabic context is not trivial since Arabic is one58

of the most complex languages morphologically and phonologically. Also,59

the Arabic language has different forms, including the dialectical Arabic and60

modern standard Arabic, where the dialectical Arabic differs among coun-61
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tries, and though in the spelling and writing styles. Furthermore, one of the62

main challenges when working in the Arabic context is the lack of clinical63

and medical datasets especially in the case of the multi-dialect. However, in64

this paper, Altibbi is utilized as a case study, where the data is collected.65

Altibbi 2 is a well-known digital health platform in the middle east and north66

Africa, which provides telemedicine services in the region. It has more than67

2 million documented consultations, where all clinical notes are stored in its68

databases. One of Altibbi’s primary objectives is to develop a computer-69

aided DDSS to assist their clinicians and doctors in the diagnosis process,70

reducing potential errors, and make the process available in real-time, which71

is also the main inspiration and objective of this paper. Relying on their72

telemedicine services, more than 10,000 structured symptoms and more than73

4,000 diagnoses were curated in order to build such an intelligent diagnostic74

tool. Typically, the curated data is textual data that requires prepossessing75

and analysis, which is a fundamental step toward building deployable artifi-76

cial intelligence models. Figure 1 illustrates the problem and the motivation77

behind it.78

This paper tackles the problem of identifying possible diagnoses by im-79

plementing a multimodal classification approach, which is based on machine80

learning algorithms. This model is expected to provide different advantages;81

first, providing a reliable diagnosis in the early stages of a disease, which is82

challenging since the symptoms at the beginning stages are either ambiguous83

or overlapping [7]. Second, the ability to integrate important information as84

the medical history or the allergies of a patient, where missing such informa-85

tion makes the diagnosis process more complicated and results in a failure86

in differentiating the diseases correctly. Third, aids in mapping the clinical87

notes into their respective diagnosis based on the International Classification88

of Diseases (ICD), which is known to be cumbersome and error-prone [8].89

The proposed classification model is a fusion of multiple modalities. Thus,90

it combines various information from multiple sources that act as a comple-91

mentarity either at the data, feature, score, or decision levels. Integrating92

the data from multiple modalities can improve the efficiency of the learning93

algorithm. For example, to recognize the emotions of a person; a machine94

learning model can perform better when integrating data from facial ex-95

pressions, speech, behavior, and the physiological or brain signals [9]. The96

2https://www.altibbi.com/
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Figure 1: A description of the traditional and machine learning-based differential diagnosis
system. On the left-side, the traditional process of diagnosis, where it is susceptible to be-
havioural or clinical errors or even late decisions. While on the right, the clinician decision
is supported by a decision from a machine learning system that might be a multimodal
system.

proposed multimodal-based machine learning system depends on two modal-97

ities: patients questions, and symptoms identified by General Practitioners98

(GPs). In this system, two independent machine learning models are devel-99

oped for each modality then the results of the models are combined for the100

final predictions. The patients questions are handled by text vectorization101

techniques that represent the textual words by numerical values. These tech-102

niques include the Term Frequency-Inverse Document Frequency “TF-IDF”103

and hashing vectorizer, which are mainly syntactical features. As well as, the104

embedding models (e.g., Doc2vec embedding), which extracts the semantics105

of documents. Whereas, the data of the symptoms is structured data repre-106

sented by ICD-10 codes that are marked by the GPs for each medical consul-107

tation. Mapping the consultations into their correct diagnosis is formulated108

as a multi-class classification; where the One-Versus-Rest (OVR) approach109

is utilized. OVR is a heuristic algorithm that makes binary-based machine110
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learning algorithms capable of handling multi-class classification problems.111

Different machine learning classifiers have been used for experiments and112

compared independently based on each modality. The used classifiers are113

the LR, RF, SGDClassifier, and MLP classifier, which are discussed later114

in the paper. The final outputs of the two models are combined using dif-115

ferent schemes; the ranking, summation, and multiplication. The proposed116

model is evaluated in terms of the accuracy, the inference and loading times,117

and the size of the classification model. The classification results of the pro-118

posed diagnosis model showed promising results that obtained an accuracy119

of 84.9%.120

The main contributions of the proposed approach are:121

• Developing a diagnosis decision support system that is based on a fusion122

of two modalities: structured clinical information and unstructured123

free-text consultations.124

• Developing a system that can serve the context of the multi-dialect125

Arabic, which is very complex and challenging. Subsequently, deploy-126

ing the proposed system into the digital health platform (Altibbi); in127

order to aid Altibbi’s doctors in their diagnosis process efficiently and128

having correct decisions.129

The rest of the paper is organized in sections as follows. Section 2: Recent130

related works in differential diagnostic systems based on machine and deep131

learning. Section 3: The methodology is presented, including the data collec-132

tion, as well as the preprocessing, the features extraction, the architecture of133

the proposed QSDM, and the evaluation criteria of the proposed approach.134

Whereas, Section 4: The experimental settings, the conducted experiments,135

and a discussion of results were provided. Finally, Section 5: The findings136

and suggestions for additional future works.137

2. Related works138

Developing computational-based intelligent systems to aid in clinical decision-139

making is of great advantage, as they can avoid potential errors and produce140

more reliable results. However, there are no such studies on diagnosis predic-141

tion particularly (differential diagnosis) due to the lack of needed datasets,142

especially in non-English contexts. It is worth noting that there are several143

research studies that proposed computational-based differential diagnostic144
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tools (i.e., visualDX [10], Uvemaster [11], INTEGRA [12], and MED-TMA145

[13]). However, they were not concerned with the application of natural146

language processing. The attention of this article is for natural language147

processing in the Arabic context, therefore, this section reviews recent stud-148

ies related to single or multiple diagnosis prediction in Arabic and other149

languages.150

2.1. Diagnosis of a single disease151

Different studies have applied artificial intelligence techniques for the di-152

agnosis of a specific disease, for example, in [14], a natural language process-153

ing approach is used for screening pregnant women for any suicidal behavior.154

The authors used an online platform for accomplishing the analysis. How-155

ever, the results were not much satisfactory, but the authors recommended156

the use of artificial intelligence to aid in the prognosis of suicide. In [15],157

the authors proposed a machine learning approach for predicting the utiliza-158

tion of radiology resources for the surveillance of hepatocellular carcinoma159

based on features extracted from radiology reports. Several feature represen-160

tations and machine learning classifiers experimented. Where the TF-IDF161

and SVM achieved the highest accuracy (92%). Moreover, Xue et al. [16]162

constructed a decision tree-based model for the diagnosis of heart disease us-163

ing EHRs and medical knowledge. The authors utilized pre-trained clinical164

word embeddings for training the decision tree algorithm, which obtained165

good performance results (accuracy 89%).166

Liu et al. [17] proposed an approach based on natural language processing167

and machine learning for the identification of liver cancer from textual radiol-168

ogy reports in the context of the Chinese language. The authors constructed169

a lexicon and utilized the extracted features into different machine learning170

algorithms (i.e, SVM, LR, and RF). Markedly, the proposed model achieved171

an f1-score of 90%. Searle et al. [18] proposed a machine learning-based172

model for the diagnosis of Alzheimer’s disease based on features extracted173

from transcripts of spontaneous speech. The authors used a frequency-based174

(TF-IDF), and a distributed word representation (DistilBert) with SVM and175

LR. The (TF-IDF & SVM) as well as (DistilBert & LR) achieved very sim-176

ilar performance, but the (DistilBert & LR) obtained the best results (f1-177

score=88%). Moreover, Tong et al. [19] proposed an intelligent system for178

differentiating between the diagnosis of Ulcerative Colitis, Crohn’s disease,179

and Intestinal Tuberculosis in the context of the Chinese language. The au-180

thors developed the model based on textual descriptive data of images of181
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colonoscopy, where the extracted features were the TF-IDF and a trainable182

glove. Generally, CNN had a better performance when compared with RF.183

Küpper et al. [20] created a machine learning model for the detection of184

autism spectrum disorders based on the SVM algorithm, and data collected185

from 673 adolescents. Even the model achieved good results, but the model186

was not generalizing well. Also, Elaziz et al. [21] created a machine learning187

diagnostic tool for the diagnosis of Coronavirus disease (COVID-19) using188

chest x-ray images. Two evolutionary algorithms were utilized for feature189

selection of attributes extracted from the images, which then fed into KNN190

classifier. The sizes of the used datasets are approximately 1800 and 1500,191

which even their small size, they obtained an accuracy of 96% and 98%. Fathi192

et al. [22] proposed an intelligent approach based on a neuro-fuzzy method193

for the diagnosis of leukemia, including acute lymphoblastic leukemia and194

myeloid leukemia in children. However, the major concern was the lack of195

data which degrades the generalization power of the proposed model. More-196

over, Chandra and Verma [23] designed a machine learning approach for the197

detection of Pneumonia using segmented lung chest X-ray images. The MLP198

and LR algorithms achieved the highest accuracy scores of nearly over 95%.199

However, the authors did not consider the scalability and model generaliza-200

tion problems. Yet, Aydin et al. [24] designed a machine learning methodol-201

ogy for the diagnosis of appendicitis in children. They used the decision tree202

algorithm on 7,244 patients, which achieved 94.69% of accuracy.203

2.2. Diagnosis of multiple diseases204

In the last few years, several research papers have studied the applica-205

tion of natural language processing and machine learning for the prediction206

of diagnoses based on the Electronic Health Records (EHRs), as well as the207

medical and clinical notes. For instance, considering the studies that con-208

cerned with the diagnosis of a different number of diseases, Jacobson and209

Dalianis [25] proposed a deep learning-based approach for the prediction of210

healthcare infections in the Swedish context. They applied different stacked211

autoencoders and Restricted Boltzmann Machines (RBM) with different fea-212

ture representations, i.e., Word2Vec and TF-IDF. The best performance in213

terms of f1-score was 83% and was obtained by the (TF-IDF & RBM). In214

[26], the authors automated the classification of textual medical notes into215

the top 50 frequent diagnoses based on the ICD-9. They applied word and216

character-level feature representations into LSTM with an attention mecha-217

nism. The model did not perform very well, however, the authors provided a218
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discussion of potential limitations. Moreover, Guo et al. [27] constructed an219

approach for the detection of diseases based on textual symptoms extracted220

from Electronic Medical Records (EMRs). The extracted features are rep-221

resented using TF-IDF and fed into a Bidirectional LSTM (BiLSTM). The222

model achieved an Area Under the Curve (AUC) of 83% when applied to223

the Medical Information Mart for Intensive Care (MIMIC-III) database. In224

another paper in [28], in the context of the French language, a deep learning-225

based method was implemented for the detection of health-related infections226

based on clinical narratives. A Convolutional Neural Network (CNN) was227

compared with other machine learning algorithms (e.g., Support Vector Ma-228

chine (SVM) and Näıve Bayes (NB)) at different word vectorizations (i.e.,229

Word2Vec, Bag-of-Word (BOW), TF-IDF, and Glove). The CNN outper-230

formed machine learning algorithms by obtaining 97% of the f1-score. Also,231

Atutxa et al. [8] proposed a deep learning-based model for classifying diagnos-232

tic reports into their respective ICD-10 codes. The study was implemented233

for different contexts, including the Italian, French, and Hungarian. Different234

models were employed (i.e., CNN, Recurrent Neural Networks (RNN), and235

transformers), where the features were represented using the Word2Vec em-236

beddings. The study obtained very good results in terms of f1-score (Italian237

(95%), French (83%), Hungarian (96%)).238

Furthermore, Nuthakki et al. [29] designed a neural network-based model239

for the identification of diagnoses from clinical notes using the MIMIC-III240

database. They classified the data into the top 10 and top 50 frequent241

classes of the ICD-9 standard, using pre-trained feature representations from242

the Wikitext103 dataset, and the LSTM classifier. The classification based243

on the top 10 classes obtained higher accuracy (80%) than the classification244

using the top 50. Similarly, in [30], the authors performed an automatic245

ICD-10 mapping of clinical documents. The BOW and TF-IDF were used246

and integrated into the SVM algorithm, while the Word2Vec was adopted247

with LSTM and CNN. The results demonstrated better performance for the248

deep learning classifier. Additionally, Kalra et al. [31] implemented an auto-249

matic classification approach for categorizing pathology reports into different250

diagnoses. The authors used TF-IDF, where the extracted features were fed251

into linear SVM, XGBoost, and LR. The findings revealed that the XGBoost252

classifier performed the best in terms of f1-score (92%). In another paper,253

Obeid et al. [32] implemented an automated detection method of the mental254

status using data reported from an emergency department provider. Differ-255

ent models were compared, including machine learning (e.g., SVM, NB, RF)256
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and deep learning (e.g., CNN), as well as various features representations257

(e.g., TF-IDF, pre-trained Word2Vec, and non-trainable Word2Vec at differ-258

ent dimensions). The deep learning model achieved the best performance,259

where the accuracy was 94.5%. Moreover, Morillo et al. [33] developed a260

web-based framework based on machine learning for the diagnosis of mental261

disorders. The tool receives a set of symptoms and maps it into a suitable dis-262

order based on ICD-10 codes. The authors trained the K-Nearest Neighbor263

(KNN) classifier using the TF-IDF feature vectorizer. However, the training264

dataset was relatively small.265

Also, Castellazzi et al. [34] proposed a machine learning model for the266

diagnosis of Alzheimer’s disease and vascular dementia, where the artificial267

neural network, SVM, and adaptive neuro-fuzzy inference system were used.268

The adaptive neuro-fuzzy inference system has achieved the highest accu-269

racy of 84%. Furthermore, Poletti et al. [35] developed a machine learning270

model for the diagnosis and prediction of mood disorders of major depressive271

disorder, and bipolar disorder. The proposed model was based on hierarchi-272

cal logistic regression. Even the used dataset was relatively small, but the273

model could achieve a score of the area under the curve of 97%. In addi-274

tion, Fernandes et al. [36] trained a machine learning model for the detection275

of schizophrenia and bipolar disorder. The implemented model integrates276

multi-domain data of immune and inflammatory biomarkers of 416 condi-277

tions. The model achieved a sensitivity and specificity of 71% and 73%,278

respectively. Liu et al. [37] proposed a deep learning system (deep CNN) for279

differential diagnosis of skin diseases based on 16,114 cases. It showed the280

ability to recognize 26 skin conditions, yet, predict other 419 conditions. The281

model achieved 66% of top-one accuracy, while the accuracy of three certified282

dermatologists was 63%. Also, Oktay and Kocer [38] created a Convolutional283

Long Short-Term Memory (LSTM) for performing a differential diagnosis of284

Parkinson tremor and essential tremor. Combining the postural and resting285

positions achieved an accuracy of 90% when tested on 40 subjects. Born286

et al. [39] developed a deep learning approach for the differential diagnosis of287

COVID-19 based on ultrasound images. The aim of the model was to classify288

the images into COVID-19, Pneumonia, and healthy cases, which achieved289

an accuracy higher than 90%. Table 1 presents a summary of related papers.290

Overall, the previous studies demonstrated potential efforts devoted to291

implementing differential diagnosis systems to promote clinicians’ decision-292

making. Whilst they also disclosed the lack of such systems in the context293

of the Arabic language. This implies the need for additional research studies294
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Table 1: Summary of related works.

Reference Language Objectives Techniques applied Performance evaluation

[14] English Screening pregnant women to pre-
dict suicidal behaviors

The clinical Text Analysis and
Knowledge Extraction System

486 pregnant women were diag-
nosed positive for suicidal behav-
ior, among whom 146 had con-
firmed suicidal behavior.

[15] English The prediction of hepatocellular car-
cinoma

TF-IDF, SVM Accuracy = 92%

[16] English The diagnosis of heart disease DT algorithm Accuracy = 89%

[17] Chinese The identification of liver cancer
from textual radiology reports

SVM, LR, and RF F1-score = 90%

[18] English The diagnosis of Alzheimer’s disease TF-IDF SVM, DistilBert LR F1-score = 88%

[19] Chinese The diagnosis of Ulcerative Colitis
and Crohn’s disease

TF-IDF, Glove, CNN, RF sensitivities = 99%, specificities
= 97%

[20] English The detection of autism spectrum
disorders

SVM algorithm Adolescents ¡= 21 the AUC =
90% and Adolescents 21 the AUC
= 84%

[21] English The diagnosis of Coronavirus disease
(COVID-19)

Fractional Multichannel Exponent
Moments (FrMEMs) and KNN

accuracy of 96% and 98% for two
different datasets.

[22] English The diagnosis of leukemia Neuro-fuzzy method (ANFIS),
(GMDH) and the principal compo-
nent analysis (PCA)

RMSE = 0.0865, MSE = 0.007

[23] English The detection of Pneumonia MLP, LR Accuracy of 95.63%

[24] English The diagnosis of appendicitis in chil-
dren

DT algorithm Accuracy of 94.69%

[25] Swedish The prediction of healthcare infec-
tions

Stacked autoencoders and RBM F1-score = 83%

[26] English Automating the classification of tex-
tual medical notes into ICD-9

Word and character-level embed-
dings and LSTM

F1-score = 53%, AUC = 90%

[27] English The detection of diseases based on
textual symptoms from EMR

TF-IDF and BiLSTM AUC = 83%

[28] English The detection of health-related in-
fections

CNN, SVM, NB, TF-IDF, BOW,
Word2Vec, Glove

F1-score = 97%

[8] Italian, French,
and Hungarian

Classifying diagnostic reports into
ICD-10

CNN, RNN and Transformers F1-score = Italian (95%), French
(83%), Hungarian (96%)

[29] English Classifying clinical notes into ICD-9 LSTM Accuracy = 80%

[30] English Automatic ICD-10 mapping of clin-
ical documents

BOW + TF-IDF and SVM,
Word2Vec + CNN and LSTM

Accuracy = 72.02%

[31] English Automatic categorization of pathol-
ogy reports into different diagnoses

TF-IDF, SVM, XGBoost, LR F1-score = 92%

[32] English Automated detection method of the
mental status

SVM, NB, RF, CNN, Word2Vec,
TF-IDF

Accuracy = 94.5%

[33] English The diagnosis of mental disorders KNN, TF-IDF Accuracy = 95.7%

[34] English The diagnosis of Alzheimer’s disease
and vascular dementia

SVM, ANN, ANFIS Accuracy = 84%

[35] English The prediction of mood disorders of
major depressive disorder, and bipo-
lar disorder

Hierarchical LR AUC = 97%

[36] English The detection of schizophrenia and
bipolar disorder

PCA, Traditional inferential statis-
tics

sensitivity = 71%, specificity =
73%

[37] English The differential diagnosis of skin dis-
eases

Deep CNN (Inception-v4) Top-one accuracy = 66%

[38] English The differential diagnosis of Parkin-
son tremor and essential tremor

Deep convolutional LSTM Accuracy = 90%

[39] English The differential diagnosis of COVID-
19

VGG, VGG-CAM, NASNetMobile Accuracy = 90%
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to advance clinical diagnosis decision support systems in the MENA region.295

3. Methodology296

This section presents the stages of the conducted methodology, which297

consists of the data collection and preprocessing, features extraction in the298

case of the questions, the development of the classification model, and the299

evaluation of the model. Figure 2 shows an overview of the methodology.300

Figure 2: An overview of the proposed methodology.

3.1. Data collection and preprocessing301

The total collected data from Altibbi is 263,867 questions (consultations)302

that are accompanied by symptoms and diagnoses. The total number of303

symptoms is 7,324, while the diagnoses are 7,410. Each consultation is ac-304

companied by multiple symptoms and multiple diagnoses even that some of305

them infrequently occur. Primarily, the diagnoses that are repeated less than306

20 times over the consultations were removed. Subsequently, the resultant307

consultations of no diagnosis were removed. Hence, the final number of ques-308

tions is 246,814, and the number of diagnoses is 1206. Figure 3 shows the309

number of consultations in relation to the number of diagnoses. It is clear310

that most of the consultations are of one diagnosis. Meanwhile, several pre-311

processing steps are utilized to clean and prepare the data for the prediction312

model.313
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Figure 3: The relationship between the number of consultations and the number of diag-
nosis.

In the case of the symptom data, each symptom is a binary feature that314

reflects if it exists in the respective question or not. Similarly are the di-315

agnoses, each diagnosis is a class label of a binary value, where 1 means316

exists, and 0 does not exist. The final records of data of the symptoms are317

multi-labeled of a various number of diagnoses. In the case of the questions,318

the questions were preprocessed by various natural language processing, in-319

cluding the elimination of non-Arabic phrases, numbers, special symbols,320

diacritics, hyperlinks, punctuation, and the removal of Arabic stop-words321

and negation words. In addition to the normalization of some Arabic char-322

acters. All questions were stemmed by using the light ISRI Arabic stemmer323

from the Natural Language Toolkit (NLTK) [40], and tokenized by the NLTK324

tokenizer.325

3.2. Feature extraction326

Primarily, extracting features from the textual data is done by vector-327

ization. Vectorization is the process of transforming textual documents into328

numerical feature vectors. In the literature, several approaches have been329

proposed, such as TF-IDF, hashing vectorizer, and the word embeddings, as330

described in the subsequent subsections.331
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3.2.1. TF-IDF vectorizer332

The TF-IDF is a textual vectorization technique that utilizes a weight-333

ing term to better represent the infrequent words in a corpus and decreases334

the influence of the frequent non-informative words. Since the existence of335

irrelevant features mislead the learning process and deteriorates the perfor-336

mance. The TF-IDF is defined by the cross-product of the Term Frequency337

(TF) and the Inverse Document Frequency (IDF) (TF-IDF = TF × IDF).338

TF is the proportion of the occurrences of term k over the number of unique339

words n in the dataset as in Equation 1. The IDF is the inverse document340

frequency that presents the frequency rate of a term across all documents (as341

in Equation 2), where dn is the number of documents, and dfk is the number342

of documents that contain the term k. Hence, the frequent words will have343

a low TF-IDF scoring and vice versa.344

TF =
nk

n
(1)

IDF = log2(
dn
dfk

) (2)

3.2.2. Hashing vectorizer345

The hashing vectorizer is a technique implemented by the scikit-learn346

library [41] to create a matrix of token occurrences. A key feature of it347

is that the generated unique textual tokens are not stored in the memory348

but mapped into special column indexes by hashing, where its value is the349

token count. The hashing is performed by using the MurmurHash, which350

is a non-cryptographic hash function [42]. Hashing the tokens has boosted351

the performance and reduced the used memory especially when dealing with352

large datasets. However, a limitation of the hashing vectorizer is that the353

method cannot retrieve the original words from the column indexes.354

3.2.3. Document embeddings355

Document embeddings are an extension of word embeddings, which in356

contrast represent each document as a vector. A document can be a short357

text (i.e., tweet, question), a paragraph, or an article. In this respect, word358

embeddings are distributed word representations that are created by predic-359

tive neural-based models. The main advantage of it is its ability to encode360

the semantic relationships of words in a corpus by denser vector representa-361

tions. Hence, it is emerged based on the idea that similar words that appear362
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in the same context, will have similar representations, and high similarity363

scores. A well-known model for creating word embeddings is Word2Vec that364

is developed by Google [43]. Word2Vec uses a shallow neural network to365

create the embeddings where the embedding length represents the number366

of the hidden layers, which is a hyperparameter to be optimized. Word2Vec367

has two training structures; the Continuous Bag-of-Words (CBOW), and the368

Skip-Gram (SG). The former takes a set of context words; in order to predict369

a target word, while the latter, uses the target word in order to predict the370

context words. CBOW is more efficient in representing frequent words, while371

the SG model is better in encoding the infrequent words.372

On the other hand, Doc2Vec is a document embedding model that is also373

created by Google [44]. The Doc2Vec model encompasses the word vectors as374

well as a document vector. Each document has a unique randomly-initialized375

vector identifier, while the words’ vectors might be shared among the doc-376

uments. The document vector and the words vectors are concatenated or377

averaged in order to create the final document’s embedding. Thereby, the378

embedding of a document can be learned by two different training models:379

the Distributed Memory Model of Paragraph Vectors (PV-DM), and the Dis-380

tributed Bag-of-Words model of Paragraph Vectors (PV-DBOW). The former381

is similar to the CBOW, where it predicts and remember a target from the382

context via a stochastic gradient descent and back-propagation. Whereas,383

the latter is analogous to the SG model, where it uses the document’s vec-384

tor to learn and classify a set of words whether they belong to the current385

document or not.386

3.3. Question-Symptom-Diagnosis Model (QSDM)387

Primarily, this section describes the procedure of developing the QSDM388

approach. The QSDM is a fusion of two modalities: the first analyzes the389

symptoms and classifies them into four possible diagnoses. The number of390

suggested diagnosis is set to four as to match the doctors’ preference, since391

suggesting more than four will be distracting. The second is the question clas-392

sification modality that predicts maximally four potential diagnoses, where393

the final prediction depends on combining the results of the two modalities.394

The structure of the symptoms and question modalities relies on machine395

learning algorithms as will be discussed in the following subsections.396
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3.3.1. Logistic regression397

LR is a statistical and linear machine learning algorithm for the classifi-398

cation [41], which is popular in the medical and natural language processing399

applications [45, 46]. It uses a logistic function to model the relationships400

between the independent variables and a dichotomous dependent variable.401

The logistic function is a Sigmoid (S-shaped) function that takes a value and402

transform it into a class label, (see Equation 3), where X is the input value403

to be transformed and e is the base of the natural logarithms. Mainly, it404

takes as input the feature vector X = x1, x2, ..., xn, where n is the number405

of features (independent variables) and classifies them into a set of classes406

C = c1, c2, ..., ck, where k is the number of classes.407

f(x) =
1

1 + eX
(3)

The implementation of LR in scikit-learn library is regularized by default408

with various regularizers.409

3.3.2. Random forest410

RF is an ensemble learning method [47], which is a collection of decision411

tree classifiers that produce predictions. Each decision tree is constructed412

based on a different set of features that are drawn from the original feature413

set. Based on the predictions from all trees, the highly-voted class is consid-414

ered as the final prediction. The Key advantages of the RF algorithm are its415

ability to avoid overfitting and to perform relative features importance.416

3.3.3. Stochastic gradient descent417

The SGDClassifier is a linear classifier implemented by the scikit-learn418

library that is regularized and trained by the Stochastic Gradient Descent419

(SGD). The SGD is an optimization algorithm that tunes the algorithm’s420

parameters in order to minimize the cost function. The gradient of the loss421

function is computed for one random sample each time with a decreasing422

learning rate, which is faster than the gradient descent that considers the423

whole dataset while tuning the parameters.424

The input of the model is sparse and dense arrays of features in the form of425

(n samples,n features), where the default model it fits is the linear SVM426

(by setting the loss to hinge). SGDClassifier supports various penalties,427

including the L1, L2, and the ElasticNet.428
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3.3.4. Multilayer perceptron429

The MLP is a multilayer artificial neural network, which is constructed430

from a set of neurons distributed over a stack of layers. The perceptron431

is the simplest structure of the neural network that consists of two layers432

(hidden and output layers). The data flow through the input layer to the433

hidden layers and then to the output layer in one direction. The MLP is a434

well-known machine learning algorithm that performs a non-linear mapping435

of the input to the output via the non-linear activation part of a neuron.436

Each neuron has weights and bias parameters through which the network437

learns. The layered structure of neural networks empowers them to capture438

hierarchical hidden representations within the data when learning and back-439

propagating the information. During the training, each neuron performs a440

summation (of the weights w and input I with the bias β) as in Equation441

4, where n is the number of input neurons. Whereas, the output (S) is442

activated by a non-linear function f(x) (e.g. Sigmoid function). Thereby,443

the final output yi is obtained by fj(Sj).444

Sj =
n∑

i=1

ωijIi + βj (4)

fj(x) =
1

1 + e−Sj
(5)

MLP has been applied successfully in various applications, such as object445

detection [48], financial forecasting [49], fraudulent detection [50], medical446

diagnosis [51], and other [52, 53].447

3.3.5. Multi-class classification448

Multi-class classification problems have naturally more than two classes
to differentiate between. The problem is that the machine learning algo-
rithms either originally developed to support binary classification (e.g., LR,
SVM), or cannot handle the multi-class problem. However, various meth-
ods have been developed to handle the problem, which typically stands on
transforming the problem into multiple binary classification problems. Such
approaches are the One-Versus-One (OVO), and OVR. The OVO technique
divides the problem into multiple binary classifications, where each pair of
classes is considered a problem. Therefore, the total number of Classification
Problems (CP ) is given as in Equation 6, thus, the final output is a major-
ity vote from all constructed classifiers. Nc is the total number of classes.
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A major drawback of this technique is that the increasing complexity when
having a large number of classes.

CP =
Nc × (Nc − 1)

2
(6)

Whereas, the OVR method divides the problem into a set of binary prob-449

lems, where the number of constructed binary problems equals to the number450

of classes. Each problem classifies one class against the rest (Nc− 1) classes,451

while the final prediction accounts for the one that has the best confident452

results. Figure 4 illustrates the OVR technique.453

Figure 4: The OVR technique. Each box presents a binary classification problem, where
the colored points represent the other classes.

3.3.6. System architecture454

Mainly, the QSDM is a fusion of two parts: the symptom detection model455

and the questions model, as shown in Figure 5. The objective of combining456

the two modalities is to improve the results of the question model by aggre-457

gating informative features from the symptoms model. The symptom model458

includes all symptoms as binary features, hence, it involves the set of all459

unique symptoms from the questions (which are 7,324 features). The unique460

diagnoses are the set of labels (1206), which are represented by binary values.461

The symptom data is divided into 80% for training, and 20% for testing. The462

data is fed into various machine learning models, including LR, RF, SGD-463

Classifier, and MLP classifiers. The training set is used to build the learning464

models, while the testing set is used for evaluating their performances. The465

developed models are based on the OVR method to deal with the multi-class466

classification. Each model is trained and tested individually. Though, the467
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Figure 5: Representation of QSDM system architecture.

final predicted diagnoses are taken from the best performing classifier of this468

sub-model.469

For the questions model, several feature extraction methods were utilized470

separately (TF-IDF, hashing vectorizer, and document embedding), where471

the document embedding is implemented via the Doc2Vec. The three gen-472

erated datasets are divided into (80%, and 20%) for training and testing,473

respectively. Meanwhile, they are fed into the four classifiers through OVR.474

Next, the result of the best performing classifier is selected as the final pre-475

dictions of the question model.476

Combining the results of the two models can be performed by different477
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fusion criteria, including the multiplication, the ranking, and the summation.478

In other words, for the multiplication, it takes the predicted probabilities479

of the two models (symptoms and questions) and performs an arithmetic480

multiplication between them, which then returns the highly-scored diagnoses.481

Similarly is for the summation, where the fusion is achieved by an arithmetic482

addition. Whereas, for the ranking, the highly-ranked diagnoses (based on483

the highest accuracy) are selected. In the ranking case, the results were484

reported in two cases; case one is when there is no repetition of diagnoses485

from the two models, and if existed (case two), the repeated diagnoses were486

removed and alternatives were taken from the model of the higher predictive487

power.488

The results of the two modalities (symptoms and questions) were combined489

together to generate the final output.490

3.4. Evaluation criteria491

Four quantitative evaluation measures were considered for assessing the
performance of the QSDM model; which are the accuracy at different preci-
sion levels, the model size, the model loading time, and the inferential time.
The accuracy is the ratio of the correct diagnoses out of the total number of
the respective diagnoses (m), which is defined by Equations 7 and 8. In Equa-
tion 7, PV represents the probabilities of all diagnoses, where V = [v1, v2, ..vn]
given that n equals the number of unique diagnoses. In Equation 8, y is the
actual diagnosis of the consultations, and x is the predicted diagnosis. Where
(m) is the number of considered diagnoses that is four. P is the probabilities
of all diagnoses, and j is the diagnosis index.

argmax PV = {v| if v > z, ∀z ∈ V ∧ z 6= v} (7)

Accuracy =
1

m

m∑
i

{f(x) = 1| x = argmax(PX) ∧ (xj = yj)} (8)

The accuracy is presented in terms of its precision. For example, the accuracy492

at precision one means that how much the algorithm is precise in retrieving493

at least one correct diagnosis out of the respective truth diagnoses. This is494

referred to as Precision 1. Precision 2 indicates the model ability to find at495

least two correct diagnoses, while Precision 3 refers to finding at least three496

diagnoses.497

The model size is an important measure, especially, knowing that increas-498

ing the size of the model (e.g., increasing the number of hidden layers in a499

20



deep learning model) will in consequence improve the model’s performance.500

However, it is critical since it might degrade the efficacy in situations where501

the infrastructure is limited. In addition, the loading time and the inferential502

time are two relevant metrics indicating the efficiency of the model in gen-503

erating real-time predictions. The loading time corresponds to the needed504

time for deploying the model on the web, while the inferential time is the505

needed amount of time for performing a prediction.506

4. Experiments and results507

4.1. Experimental settings508

The experiments were implemented by using Python version (3.7.3). The509

hosting machine is a cloud server that is running Ubuntu-1804-bionic-64, the510

memory capacity is of 64 GB, and the processor is Intel (R) Core (TM) i7-511

7700, the processor speed is 3.6 GHz, while the GPU is GeForce GTX 1080512

of 8 GB.513

All algorithms have been implemented based on the scikit-learn library.514

Regarding the LR algorithm, the penalty is the L2−regularizer, and the515

maximum number of iterations is 500. For the RF, the number of trees is 100,516

the Gini− index was used for the evaluation of the split, and the maximum517

number of features for the split was determined by
√
fn, where fn is the518

number of features. In the case of the SGDClassifier, the loss function was set519

to log to provide probabilities for the output, the penalty is l2−regularizer,520

α = 0.0001, the maximum iterations are 1000, and the learning rate is defined521

by 1.0/(α ∗ (t+ t0)), where t0 is a predefined constant, and t is the time step.522

The settings of the MLP classifier were the defaults based on the scikit-learn523

library. In which, the activation is based on the Relu function, the optimizer524

is Adam, the learning rate is a constant (0.001), the maximum number of525

iterations is 200, and the hidden layer size has experimented at 10, 20, 30526

and 40, where after this the performance no longer improving.527

For the document embeddings, the experiments were implemented de-528

pending on Keras deep-learning framework [54], which built on the top of529

TensorFlow 2.0 [55]. The Doc2Vec model was utilized, for which the maxi-530

mum number of epochs is 50, the embedding dimension is 500, the learning531

rate is 0.025, and the window size is three. The training structure of Doc2Vec532

is set based on the distributed memory model (PV-DM).533
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4.2. Questions modality-based results534

Regarding the questions module, this subsection provides a comparison535

between the classifiers at different feature extraction methods, including the536

TF-IDF vectorizer, the hashing vectorizer, and the document embeddings.537

Table 2 presents the performance in terms of accuracy for the four algo-538

rithms based on the TF-IDF vectorizer. It is clear from the table that all539

algorithms achieved better results when predicted correctly at least one di-540

agnosis (denoted by Precision 1). From the table, the LR algorithm was the541

best performing classifier that obtained (46.7%). The MLP (10) achieved a542

very good accuracy of 45.2%, even that it revealed a slight decline in com-543

parison with LR. The MLP (20) and MLP (30), yet could achieve quite544

good results of (44.0%, 41.4%), respectively. However, the SGDClassifier545

performed the least (33.5%). Regarding the situation to predict at least two546

correct diagnoses (Precision 2), also the LR performed the best (40.4%), then547

the MLP (10) and MLP (20) by having (38.9%, 38%, respectively). Simi-548

larly is at predicting at least three correct diagnoses (Precision 3), the LR549

obtained the best accuracy (39%), then MLP (10), and MLP (20) which had550

an accuracy of 37.9%, and 37%, respectively.551

Such important aspects to consider when developing a machine learning552

model is its size, the required time to deploy it on the web, and the inferential553

time to perform a prediction. In this regard, in terms of the M.S., the554

MLP (10) had a minimum size of 5.2 MB, while the RF was the highest555

of 17,300 MB. When considering the loading time, the MLP had the lowest556

time of 0.35 seconds. Whilst, at the prediction, the fastest algorithms were557

the LR and the SGDClassifier, which were needed 0.06 seconds to perform558

a prediction. Although the MLP classifiers had the least model sizes as559

well as the least loading times, the LR can achieve a higher accuracy score.560

However, this makes the MLP classifiers more preferable for a decision-maker561

who prioritizes the size and the time more than the accuracy.562

Further, Table 3 presents the classifiers’ performance when considering563

the hashing vectorizer, which also exhibits that the best performing classifier564

was the LR algorithm. The LR accomplished the best accuracy at various565

precision levels (Precision 1, Precision 2, and Precision 3) by having 45.6%,566

39.4%, and 38.3%, respectively. Comparing the LR at the TF-IDF, and at567

the hashing vectorizer, it is noticeable that there is a slight decline of approx-568

imately 1%. For example, it dropped from 46.7% to 45.6% at Precision 1.569

Moreover, the RF, the SGDClassifier, and the MLP classifiers have experi-570

enced a small reduction in the accuracy as well, at Precision 1. This is in571
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Table 2: The accuracy measure, M.S. (MB), L.T. (seconds), and I.T. (seconds), for LR,
RF, SGDClassifier, and MLP classifiers based on TF-IDF vectorizer.

Classifier Accuracy M.S. L.T. I.T.

Precision 1 Precision 2 Precision 3

LRovr 0.467 0.404 0.391 95 0.710 0.060

RFovr 0.392 0.331 0.327 17,300 45.89 128.3

SGDClassifierovr 0.335 0.279 0.274 187 0.420 0.060

MLP (10) 0.452 0.389 0.379 5.2 0.350 0.550

MLP (20) 0.440 0.380 0.370 7.9 0.350 0.550

MLP (30) 0.414 0.355 0.346 10.6 0.350 0.550

MLP (40) 0.386 0.328 0.320 13.3 0.350 0.550

contrast to the SGDClassifier that showed a slight increase in the accuracy572

of 34.7%. Also, the same is at Precision 3, which raised up to 28.1%. Over-573

all, all classifiers gained a better accuracy at Precision 1 in comparison with574

Precision 2 and Precision 3.575

Remarkably, in terms of the pickling size, the MLP classifiers had the576

least model sizes, where the MLP (10) had a minimum of 2.7 MB, while the577

RF had the largest size of 14,700 MB. Subsequently, regarding the RF, as it578

had the largest size, it also had the highest loading and inferential times of579

27.45 and 128.1 seconds, respectively. On the contrary, the MLP (10) had580

a minimum loading time of 0.31 seconds, which also quite relative to the581

other MLP classifiers. In terms of the inferential time, the SGDClassifier582

had the lowest inferential time of 0.35 seconds, while the MLP classifiers583

had on average a 0.49 seconds. To this end, the LR accomplished the best584

in terms of accuracy, while the MLP classifiers can achieve better regarding585

the prediction and loading times. Yet, the SGDClassifier is the fastest at586

prediction.587

Regarding the Doc2Vec embedding, it is clear from Table 4 that the MLP588

classifiers performed the best when predicted 25%, 50%, and 75% of the di-589

agnoses. The MLP (40) obtained the best by having 30.3%, 25%, and 24.4%,590

respectively. It can be seen that MLP (20) and the LR achieved almost the591

same performance in terms of accuracy. However, the MLP (20) had a lower592

model size, and lower loading and inferential times, which give them a higher593

privilege over the LR. Additionally, even that the SGDClassifier performed594

as closely as the MLP (10), but the MLP also had a better performance in595

23



Table 3: The accuracy measure, M.S. (MB), L.T. (seconds), and I.T. (seconds), for LR,
RF, SGDClassifier, and MLP classifiers based on hashing vectorizer.

Classifier Accuracy M.S. L.T. I.T.

Precision 1 Precision 2 Precision 3

LRovr 0.456 0.394 0.383 92 0.380 0.550

RFovr 0.377 0.318 0.301 14,700 27.45 128.1

SGDClassifierovr 0.347 0.290 0.281 92.8 0.380 0.350

MLP (10) 0.427 0.366 0.356 2.7 0.310 0.480

MLP (20) 0.428 0.368 0.358 5.4 0.320 0.490

MLP (30) 0.402 0.343 0.335 8.1 0.320 0.490

MLP (40) 0.376 0.318 0.310 10.8 0.320 0.490

terms of the model size and the inferential time. Further, it is obvious that596

the RF failed to achieve any better results neither at the accuracy nor the597

model size nor the loading and inferential times.598

Further, regarding either the model size, the loading, or inferential times,599

the MLP classifiers achieved the best results. For instance, the MLP (10)600

had the minimum pickling size (0.448 MB) and the minimum inferential601

time (0.020 seconds). Whereas the MLP (40), yet can have a relatively small602

model size (1.7 MB), and a fast prediction ability of (0.02 seconds). Even the603

document and word embeddings alongside the MLP classifiers can produce604

very good results, but it is expected that increasing the amount of training605

data will in consequence improve the results as well. This is considered by606

the authors as a next step to utilize a larger training dataset.607

4.3. Symptoms modality-based results608

Table 5 shows the results of the symptoms modality based on LR, RF,609

SGDClassifier, and four variants of MLP regarding the accuracy, model’s610

size, inferential time, and loading time. It is clear from the table that the611

MLP (40) achieved the highest accuracy at the precision 1, precision 2, and612

precision 3, while the SGDClassifier achieved the worst. For instance, re-613

garding the accuracy at precision 1, the MLP (40) obtained 85.2%, whereas,614

the SGDClassifier obtained 74.3%. Regarding the model’s size, generally,615

the MLP has a smaller model size than the LR, RF, or the SGDClassifier.616

Similarly, in terms of the loading and inferential times, the MLP achieved the617

best performance by having 0.02, and 0.31 seconds, respectively. Even that618
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Table 4: The accuracy measure, M.S. (MB), L.T. (seconds), and I.T. (seconds), for LR,
RF, SGDClassifier, and MLP classifiers based on Doc2Vec embeddings

Classifier Accuracy M.S. L.T. I.T.

Precision 1 Precision 2 Precision 3

LR ovr 0.292 0.240 0.235 5.6 0.350 0.050

RF ovr 0.105 0.078 0.061 502 1.820 0.810

SGDClassifier ovr 0.267 0.217 0.212 5.8 0.340 0.050

MLP (10) 0.266 0.216 0.211 0.448 0.330 0.020

MLP (20) 0.294 0.242 0.236 0.848 0.310 0.020

MLP (30) 0.300 0.249 0.243 1.3 0.310 0.020

MLP (40) 0.303 0.250 0.244 1.7 0.320 0.020

the RF classifier, achieved the highest model size and loading and inferential619

times, which was expected since it has higher computational complexity than620

the other classifiers.621

Table 5: The accuracy measure, M.S. (MB), L.T. (seconds), and I.T. (seconds), for LR,
RF, SGDClassifier, and MLP classifiers based on the symptoms model.

Classifier Accuracy M.S. L.T. I.T.

Precision 1 Precision 2 Precision 3

LRovr 0.847 0.820 0.809 72 0.370 0.080

RFovr 0.848 0.818 0.806 1,254 3.700 1.100

SGDClassifierovr 0.743 0.704 0.691 72 0.470 0.100

MLP (10) 0.820 0.773 0.761 2.1 0.310 0.020

MLP (20) 0.848 0.812 0.801 4.1 0.310 0.020

MLP (30) 0.851 0.818 0.806 6.2 0.310 0.020

MLP (40) 0.852 0.818 0.807 8.2 0.310 0.020

4.4. Results of Fusion-based prediction622

This subsection shows the results after combining the predictions of the623

questions with the predictions of the symptoms. The fusion of the two mod-624

ules has shown powerful capability in improving the prediction results and625

providing more reliable differential diagnosis.626

Table 6 shows the performance of the final combined models, where it627

describes the accuracy scores when predicting 25%, 50%, and 75% of the628
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diagnoses (denoted by Precision 1, Precision 2, and Precision 3) across four629

fusion criteria (Ranking-I, Ranking-II, Summation, and Multiplication). It is630

clear that the best-obtained accuracy was at Precision 1. However, the fusion631

that is based on the multiplication, accomplished the best accuracy score of632

84.9%, then the summation (84.6%), next is Ranking-I, and Ranking-II by633

having 82.8%, and 81.3%, respectively. Furthermore, even that Precision 2634

and Precision 3 are relatively close in their performance, but there is a clear635

dramatic difference between Precision 3 and Precision 1.636

Table 6: The accuracy score of the final prediction based on four fusion criteria: the ranking
of case I (Ranking-I), and of case II (Ranking-II), the summation, and multiplication.

Accuracy

Ranking-I Ranking-II Summation Multiplication

Precision 1 0.813 0.828 0.846 0.849

Precision 2 0.761 0.784 0.809 0.811

Precision 3 0.741 0.769 0.796 0.798

4.5. Qualitative evaluation637

For further assessment of the developed system, a qualitative analysis638

based on expert evaluation is conducted. The experts are specialized doc-639

tors who will use the clinical portal as a DDSS. Ninety expert doctors who640

collaborate with Altibbi for providing medical consultations have examined641

the results of the classification model using an online portal for doctors. The642

doctors’ portal shows the consultation and its expected diagnoses, hence, the643

doctors label the accuracy of the diagnoses by four levels of precision. If the644

model produced 100% accurate diagnoses, or if it is accurate from 80% to645

90%, from 70% to 80%, or from 50% to 60%.646

Furthermore, the qualitative evaluation of the proposed module is pre-647

sented by the pie chart in Figure 6. The chart shows that most of the pre-648

dicted diagnoses are accurate by the precision of (80-90)% with a percentage649

of 44.9%, while 34.8% of the diagnoses are accurate by a level of (70-80)%.650

Moreover, 10% is accurate by a percentage of (50-60)%, and the last 10% is651

accurate 100%. Markedly, the results of the qualitative analysis presented by652

the experts match the results of the quantitative analysis from the proposed653

module, which indicates the robustness of the model and the trustworthiness654

of predicted diagnoses.655
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Figure 6: The qualitative analysis based on Altibbi expert doctors. The percentages inside
the pie correspond to the proportion of consultations and their diagnoses, while the four
colors represent the four levels of accuracy.

To illustrate more, one of Altibbi’s doctors received a consultation that656

was a condition of a runny-nose. The possible diagnoses suggested by the657

developed model were two relevant and two irrelevant, the relevant diagnoses658

were the common cold, and allergic rhinitis, whereas, the irrelevant were ten-659

sion headache, and fever. However, the doctor chose the common cold as the660

correct diagnosis. Based on the qualitative evaluation of Altibbi’s doctors,661

the developed QSDM model is facing some limitations; first, sometimes the662

suggested diagnosis might have duplicates, for example, to suggest the com-663

mon cold twice. Second, some symptoms might be related to a very common664

condition, but this condition might not be suggested by the model. As in665

the mentioned example, the common cold might not originally be suggested.666

These limitations might hinder the doctors from making the correct decision667

or make the diagnosis process slower. Therefore, tackling these limitations is668

essential to improve the developed QSDM model.669

5. Conclusion and future work670

Providing accurate differential diagnosis is hard, since, primarily, at an671

early stage of a disease the symptoms are unclear and overlapping. Devel-672
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oping a computer-aided diagnosis system to help clinicians in performing a673

trustworthy differential diagnosis is of significant importance. This article674

proposed a multimodal machine learning-based diagnostic system that helps675

Altibbi’s doctors in making differential diagnosis decisions of clinical consul-676

tations. The proposed approach is a fusion of two modalities; the symptoms677

and the questions. Various machine learning algorithms have been utilized678

into the two modalities to make a differential diagnosis, this includes the LR,679

RF, SGDClassifier, and different variants of the MLP classifier. The ques-680

tions module has utilized various feature extraction methods (i.e., TF-IDF,681

hashing vectorizer, and document embeddings). The final model represents682

a late fusion of two models, where the fusion is performed based on various683

approaches, such as ranking, summation, and multiplication. The fusion-684

based on multiplication achieved the highest performance in terms of accu-685

racy (84.9%). In consequence, this can be a promising model for a decision686

support system that can perform a differential diagnosis process. However,687

improving the accuracy of the model is of serious importance. The increas-688

ing number of consultations in Altibbi provides a valuable asset to increase689

the performance of the proposed model. Furthermore, this consequently, in-690

creases the structural symptomatic features. Having large-scale data opens691

additional opportunities for applying advanced computational techniques in692

order to achieve higher accuracy, such as deep learning and transformers693

methods. Moreover, adding the results of diagnostic tests and labs could be694

a third modality that can improve the classification accuracy, and alleviate695

the model’s limitations.696
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