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ABSTRACT In recent years, the utilization of natural language processing (NLP) and Machine Learn-
ing (ML) techniques in clinical decision support systems have shown their ability in improving and
automating the diagnosis process, and reducing potential clinical errors. NLP in the Arabic language is
more intricate due to several limitations, such as the lack of datasets and analytical resources compared
to other languages like English. However, a clinical decision support system in the Arabic context is of
significant importance. A fundamental process in NLP is extracting features from text-based data via text
embedding. Word embedding is a representation of words in a numeric format that encodes the statistic,
semantic, or context information. Building a neural word embedding model requires hundreds of thousands
of data instances to find hidden patterns of relationships within sentences. Essentially, extracting relevant
and informative features promotes the performance of the learning algorithms. The objective of this paper is
to propose an Arabic neural-based word embedding model in the medical and healthcare context (called
‘‘AltibbiVec’’). Around 1.5 million medical consultations and questions written in different dialects are
obtained from Altibbi telemedicine company and used to train the embedding model. Three different
embedding models are developed and compared, which are Word2Vec, fastText, and GloVe. The trained
models were evaluated by different criteria, including the word clustering and the similarity of words.
Besides, performing a specialty-based question classification. The results show that Word2Vec and fastText
capture sufficiently the semantics of text more than GloVe. Hence, they are recommended for healthcare
NLP-based applications.

INDEX TERMS Arabic, fastText, GloVe, healthcare, pre-trained, word embedding, Word2Vec.

I. INTRODUCTION
One of the intriguing advances of NLP research is the devel-
opment of word embedding. Word embedding is a technique
of representing text-based data in numerical vectors that act as
feature vectors of thewords. Such advantages of word embed-
ding are the ability to model the words syntactical attributes,
and their semantic relationships in dense, low-dimensional
representations [1]. Creating feature vectors of words has
made the process of integrating text-based data into machine
and deep learning models easier. Hence, several NLP appli-
cations have been flourished since then, such as sentiment
analysis [2], question answering [3], information retrieval
[4], and others [5]. Developing a word embedding model
requires training on large datasets, where multiple patterns
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of representation can be captured. The sources of data for
training such embeddingmodel can be classified into external
and internal. The former is concerned with building models
for general purposes from general data sources, and also for
a specific language. In contrast, the latter attempts to build
models for a certain domain, where the data is just related
to a specific type of knowledge [6]. Learning and creating
word embedding can be performed either by training a new
word embedding or using a pre-trained model. Arguably,
this is sparked controversy in the NLP research community,
especially when considering a specialized research area such
as the medical and healthcare fields, due to mainly a lack of
reproducibility [6], [7].

Biomedical and healthcare natural language process-
ing have essential applications in clinical systems, where
machine and deep learning methods are de facto approaches
for medical, predictive systems, and knowledge extraction.
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The objective of word embedding models is to evolve
and facilitate NLP applications by healthcare workers or
researchers in the medical domain in the Arabic context.
Building word embedding models to promote the Arabic
NLP community is essential. However, it is still immature
due to the lack of needed large-scale corpora, especially
for domain-specific NLP. To the best of our knowledge,
there are no research studies to train word embeddings
from domain-specific corpora for biomedical and healthcare
NLP applications in the Arabic language. Therefore, this
paper presents AltibbiVec, a domain-specific word embed-
ding model for the health and medical-related content in the
classical and dialectical Arabic.

The proposed embedding model is built based on approx-
imately 1.5 million medical and health-related consultations
and questions, which are obtained from Altibbi’s databases.
Altibbi 1 is a telemedicine company that provides the MENA
region with simplified medical and health knowledge along-
side telehealth services. The proposed AltibbiVec embed-
ding models are developed based on three well-known word
embedding techniques: Word2Vec [8], fastText [9], and
GloVe [10]. The efficacy of the proposed embedding models
is assessed based on different evaluation measures. The quan-
titative evaluation measures the quality of the embeddings by
utilizing them in different NLP use-cases, such as question
answering, named entity recognition, part-of-speech tagging,
and many other supervised and unsupervised applications.
In this paper, the embedding is assessed quantitatively by
taking the text classification as a use case. Typically, the text
classification is a specialty-based question classification that
is performed using the bidirectional long short-term memory
(BiLSTM) [11] network. Additionally, other measures assess
the quality of the proposed word embeddings in encoding
variants of syntactical and semantic features, this includes
the words clustering based on their similarity and synonyms
detection. Accordingly, the embedding models have shown
promising performance in capturing the syntax and semantic
features. Therefore, the best developed model will be applied
in different use cases at Altibbi, such as the recommendation
system and the search engine optimization. Figure 1 shows a
conceptual representation of the proposed embeddings.

The rest of the article is structured into 8 sections.
Section II presents the related works for word embeddings
in the Arabic context. Section III represents the theory of
used methods, i.e. Word2Vec, fastText, GloVe, and BiLSTM.
Section IV provides the designed methodology, including the
used dataset, models’ development and experimental setup,
and the evaluation criteria. Section V discusses the experi-
mental results, while Section VI concludes the study remarks
and points out the potential future work of expanding this
research.

II. RELATED WORKS
Distributed word representations had a considerable influ-
ence on the performance of learning models in NLP

1https://www.altibbi.com/

applications. Few studies are devoted to advance the research
of NLP in the Arabic context. However, there is less aware-
ness of biomedical NLP in the Arabic context. Generally,
this section presents recent research studies in medical and
health-related NLP, especially in the Arabic context.

One of the early implementations that consider the Arabic
language is the ‘‘Polyglot’’ [12], which is a distributed
word representation for multilingual language processing.
It trained by using data from Wikipedia for one hundred
languages. The authors claimed that it is competitive with
state-of-the-art models regarding its performance. However,
it was trained on general data fromWikipedia and not specif-
ically for the medical domain. Besides, it is relatively old.
Afterward, more robust embedding models were proposed to
capture the semantic of words, such as the neural-based word
embedding. In [13], the authors proposed a pre-trained word
embedding model in the Arabic context using the Word2Vec
model. The trained models are general, distributed word
embeddings based on text-based data collected fundamen-
tally from the Internet and social media platforms and are
not devoted to a specific domain. In [14], the authors cre-
ated a sentiment classification approach using different fea-
ture extraction methods, including word embedding. In their
study, they collected a dataset from eight Arabic newsletters
with 1.5 billion words. In essence, the performance results
increased from 85% to 92%. Even that, the authors did not
create a pre-trained public model.

Further, Grave et al. [15] proposed multilingual dis-
tributed word representations for 157 languages, including
the Arabic language. The training of the embeddings relied
on data fromWikipedia and Common Crawl project. Besides,
the authors evaluated the proposed embeddings quantitatively
in ten languages, for which the evaluation datasets were
available. However, the objective was for generic domain
embeddings. Additionally, Lachraf et al. [16] has proposed
an Arabic-English word embedding model that trained on
approximately 94 million sentences from the ‘‘Open Parallel
Corpus Project’’. The results of the intrinsic and extrinsic
evaluation demonstrated good performance. Where extrin-
sically, it achieved a correlation rate of 75.5% when the
skip-gram (SG) and the random shuffling were used. Even
though, the proposed embedding cannot adapt to the medical
domain. Fouad et al. [17] designed ‘‘ArWordVec’’ that is a
pre-trained word embeddingmodel in the Arabic context. It is
based on Twitter data and has shown better word similarity
scores than the previous pre-trained models. Even though,
the results of the extrinsic evaluation were not very satisfac-
tory in comparison with other state-of-the-art models.

Distributed word embedding is fundamental for perform-
ing various NLP tasks.Meanwhile, medical NLP is an emerg-
ing research community, where more attention is needed
toward developing such biomedical word representations.
In the literature, there are several research studies for med-
ical word embedding models targeting the context of the
English language. For example, Sh et al. [18] created biomed-
ical embeddings depending on health-based reviews and the
Word2Vec model, where the proposed approach evaluated
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FIGURE 1. An abstract representation of the proposed embeddings.

extrinsically by implementing a named entity recognition
task. Shen et al. [19] developed a Drug2vec word embed-
ding model based on Word2Vec and depending on three
types of data sources: pharmacological, and drug taxon-
omy information, in addition to textual descriptions. The
developed Drug2vec is used for drug-drug interactions and
similarity prediction. However, it was developed to model
merely phrases in the English context. In [20], biomedi-
cal word vectors were created (denoted by ‘‘BioWordVec’’)
that include subword information based on fastText. The
proposed embeddings were evaluated based on several
NLP downstream tasks. Also, it proposed to serve NLP
in the English context. In another paper, Chen et al. [21]
proposed ‘‘BioSentVec’’ that is a sentence embedding
model for biomedical texts. These embeddings were trained
using academic articles and clinical notes (i.e., PubMed,
MeSH, and MIMIC-III) by utilizing the Sent2Vec model,
which is assessed based on two similarity tasks. Also,
Huang et al. [22] proposed ‘‘ClinicalBERT’’, a deep neural
model for learning word representations of clinical texts
to predict 30 days hospital readmission depending on dis-
charge summaries. The ClinicalBERT model obtained better
performance than the BiLSTM in terms of recall, as well
as a higher correlation rate than fastText, and Word2Vec.
However, it was developed for the English context. Also,
Lee et al. [23] created a pre-trained biomedical word rep-
resentation (known by ‘‘BioBERT’’) based on bidirectional
encoders from transformers. The ‘‘BioBERT’’ model was
evaluated on different tasks, including the biomedical named
entity recognition and relation extraction as well as the ques-
tion answering. Accordingly, ‘‘BioBERT’’ achieved 62% of
f1-score in the named entity recognition, 86.51% of f1-score
in the relation extraction, and 47.82% of Lenient accuracy
in the question-answering task. Even though, the proposed
‘‘BioBERTbase’’ and ‘‘BioBERTlarge’’ were just trained on
PubMed abstracts.

To this end, it is noticeable that there is a lack of medical
word embedding models in the Arabic context. However,
Faris et al. [24] proposed an automatic medical ques-
tion classification method by utilizing evolutionary-based
support vector machines. In the proposed model, a word
representation model was constructed depending on the
term frequency-inverse document frequency by using Arabic
medical consultations curated from Altibbi. The created

model could achieve 85% of accuracy in classifying the med-
ical questions into fifteen classes. Hence, the massive need
for medical embeddings in Arabic has fostered our efforts
for developing such a pre-trained medical and health-related
embedding model.

III. BACKGROUND
This section describes various embedding models, including
the Word2Vec, fastText, and GloVe. Also, the theory of a
variant of a recurrent neural network: the bidirectional LSTM.

A. Word2Vec EMBEDDING
Word2Vec is a dense, low-dimensional text representa-
tion method, where each word (token) is represented by a
real-valued vector. It was proposed byMikolov for generating
word embeddings, for which, the similar words that appear in
similar contexts have similar representations. Word2Vec uses
a neural network for creating the tokens’ vectors. Its input
is a set of unique tokens extracted from the input dataset,
the hidden layers consist of several hidden neurons that form
the embedding dimension and are activated by the Softmax
function. Whereas, the output is of n neurons, where n equals
the number of the input unique words.

Word2Vec has two structures of learning algorithms: the
continuous bag-of-words (CBOW), and the SG. The CBOW
predicts a target word from a set of continuously distributed
context words. The input words are one-hot encoded vectors
of size (1 × v), which are multiplied by a weighting matrix
(v × N) and averaged before entering the hidden layer. The
v is the number of all tokens, and N is the embedding size,
as shown in Figure 2. Since the order of words, in this case,
is not considered, it is called a bag-of-words. The output of the
hidden layer is multiplied by a weighting matrix (N × v) that
encompasses the contextual semantics, to produce the final
output vector (1 × v). On the other hand, the SG predicts the
context words from a given source word in the same strategy
that CBOWdoes, where it predicts one context word at a time.
The CBOW and SG models learn by backpropagation with
the objective of minimizing a loss function, e.g. the Softmax
function.

B. fastText
The fastText embedding is a word representation that was
developed by Facebook AI research [9]. It is an extension
of the CBOW and SG structures of Word2Vec. The idea of
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fastText is the use of subwords information. In other words,
a bag of character n-grams to create the embeddings, where
each word is represented by the sum of its n-gram vectors.
Each word is surrounded by two symbols‘‘<’’ and ‘‘>’’ to
separate the affixes of the word from other words. For exam-
ple, ‘‘where’’ can be represented by <wh, whe, her, ere, re>,
this is described by Equation 1. In which, vw is the word’s
vector, Gw is the group of n-grams of word w, zg is the vector
representation of an n-gram g.

vw =
1
|Gw|

∑
g∈Gw

Zg (1)

After creating the vector of the target word wt , the original
fastText model implements the skip-gram learning structure,
where all context words are considered positive examples,
and other sampled words from the corpus are negative exam-
ples. Thereby, the loss function is defined by Equation 2.
In which, the Mt,c is the set of negative examples from the
corpus, and s(w(t),w(c)) is described by Equation 3.

loss = log(1+ e−s(w(t),w(c)))

+

∑
m∈Mt,c

log(1+ es(w(t),m)) (2)

s(w(t),w(c)) =
1
|Gw(t)|

∑
g∈Gw(t)

ZTg Vw(c) (3)

Encompassing the vectors of subword in one vector
embedding allows the fastText to encode the morphological
features and be very efficient in representing the syntactical
attributes more than the semantics. Moreover, it exhibited a
better capability in handling rare words and dealing with the
case of out of vocabulary [9].

C. GloVe
The GloVe is an unsupervised and global representation
of word embedding, which was created by Pennington
from Stanford. The novel idea of GloVe is the ability to
encode global statistics into embedding by relying on word
co-occurrences and the ratios of co-occurrences probabili-
ties. The GloVe can capture local and global features, since
depending only on the global statistics of the dataset results
in a weak performance in terms of the word analogy, and
dependingmerely on the local statistics produces embeddings
that are influenced only by the surrounding context of such
words.

Primarily, the generation of GloVe embedding depends on
the creation of theword-word co-occurrencematrix (X ). Such
as Xij denotes the number of times the word j appears in
the context of the word i. The Xi =

∑
k Xik denotes the

number of times that any word occurs in the context of word i.
The probability of word j to occur in the context of word
i is Pij = P(j|i) = Xij

Xi
. Hence, GloVe uses the ratio of

probabilities to infer the embeddings as in Equation 4. Where
w are word vectors, w̃ is distinct context word vectors, and f

is a weighting function.

f (wi,wj, w̃k ) =
Pik
Pjk

(4)

To illustrate, the probability of the word ‘‘arthritis’’ to
appear with the word ‘‘fever’’ is 0.9, and the probability of
‘‘arthritis’’ to appear with the word ‘‘headache’’ is 0.3. Thus,
the ratio of the two probabilities 0.9/0.3 = 3, which is greater
than 1; therefore, it is more likely that ‘‘arthritis’’ will appear
with ‘‘fever’’ when considering the GloVe embedding.

D. BIDIRECTIONAL LSTM (BiLSTM)
BiLSTM [25], [26] is a type of recurrent neural networks
that can learn the long-term dependencies. The structure of
the BiLSTM encompasses a chain of memory cells, where
each cell consists of a cell state and three kinds of neural
gates (i.e., input, output, and forget). The gate layers control
the flow of information and decide what is relevant to the
learning process to stay in the cell state or to be forgotten.
LSTM is unidirectional, which means it can only learn from
the historical information of the hidden states. Indeed, this
limits its capacity to learn just from one direction of the
textual context.Whereas, the bidirectional LSTM (BiLSTM),
can learn from historical and future contexts, which makes it
better in learning sequential data types. Figure 3 shows an
overview of the BiLSTM.

IV. METHODOLOGY
This section explains the procedure for building a word
embedding model for healthcare and telemedicine services
based on the Arabic language. This includes the description
of the utilized data, the development of the approach, the eval-
uation criteria, and the experimental setup.

A. DATA DESCRIPTION AND PREPROCESSING
The dataset is from Altibbi company. Creating neural-based
embedding models requires analyzing large-scale text-based
data to capture significant features that encompass deep
implicit relations. Therefore, 1,464,411 unlabeled medical
consultations were collected from Altibbi databases for train-
ing and learning the representations of medical terms. It is
worth noting that another version of themedical consultations
is available and labeled by the type of specialty. The consul-
tations have more than 25 specialties. However, having the
data labeled and unlabeled extends the potential of use-cases
in supervised, unsupervised, and semi-supervised learning.
All curated text-based consultations were written and asked
mostly in colloquial Arabic with different specialties and
dialects. Even that, many examples in the dataset are in the
modern standard Arabic (MSA). Table 1 presents examples
of such consultations and their translations in English.

The creation of embeddings starts with data collection,
data preprocessing, and the generation of distributed repre-
sentations. The preprocessing of the data is an essential step
that affects considerably the quality of the embeddings (i.e.,
features). Typically, the preprocessing phase includes data
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FIGURE 2. The CBOW and SG algorithms of Word2Vec, subfigure (a) shows the CBOW, and subfigure (b) presents the SG.

FIGURE 3. A description of BiLSTM structure, and classification framework, where t denotes a time
step.

cleaning and feature extraction. In the case of text-based data,
the curated data from the Internet demands further cleaning
stages, including stopwords elimination, the removal of arti-
cles, prepositions, punctuation, symbols, and numbers. Also,
the normalization or denoising, which refers to changing the
writing format of the ‘‘Alef’’ (A) character to be in one
consistent form (i.e., ‘‘ ’’ will be ‘‘ ’’). In addition, it includes
the elimination of diacritics.

Then, the preprocessed questions were stemmed from the
ISRIStemmer [27]. Besides, tokenized and padded by the
length of the longest question, which is 502 tokens. Even
though there are a variety of stemmer tools designed to
process Arabic, such as Khoja [28], and Madamira [29], but
the ISRIStemmer is still able to perform well. For instance,
in [30], the authors compared various stemmers on the Saudi
Dialectal Arabic, where the ISRIStemmerwas performing the
best. Similarly is in [31], where ISRIStemmer was outper-
forming. Whereas, in [32], [33], other stemmers were show-
ing outperforming results. In this context and for simplicity,
the ISRIStemmer is utilized.

B. MODEL DEVELOPMENT
Learning embedding models is an unsupervised process.
Around 1.5 million consultations were utilized for training

three different embedding models, where the consulta-
tions are categorized into fifteen classes (specialty types).
Figure 4 shows a general overview of the proposed
methodology. Essentially, the collected consultations were
cleaned, stemmed, and tokenized to be ready for the embed-
ding modeling. The embedding models were generated based
on three different embedding algorithms (i.e., the Word2Vec,
fastText, and GloVe). Hence, since the extracted embeddings
represent potential features, they were evaluated by using
extrinsic and intrinsic methods. Extrinsically, the embedding
models are evaluated by performing a text classification
problem. The objective of text classification is to classify
the set of consultations into suitable specialty types, where
they can be classified broadly into 15 types. The specialities
are ‘‘Diabetes’’, ‘‘Child Health’’, ‘‘Ear, Nose & Throat’’,
‘‘Dental Medicine’’, ‘‘Nutrition’’, ‘‘Ophthalmology Eye Dis-
eases’’, ‘‘Dermatology’’, ‘‘Heart Disease’’, ‘‘Heart Disease’’,
‘‘Tumors’’, ‘‘Psychiatric Diseases’’, ‘‘Urology & Venere-
ology’’, ‘‘Digestive System Diseases’’, ‘‘Musculoskeletal
Diseases’’, ‘‘Sexual Health’’, and ‘‘Gynecology & Women
Diseases’’. Moreover, they were evaluated intrinsically by
performing word clustering and word similarity. The word
clustering aims to categorize the similar words together
based on their embeddings and using the k-means algorithm.
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TABLE 1. Examples of altibbi received questions translated into English.

The results of word clustering were visualized using the
t-Distributed Stochastic Neighbor Embedding (t-SNE) [34],
which drops the high-dimensionality of the embeddings into
two-dimensional embeddings for more tangible representa-
tions. Furthermore, the generated clusters were evaluated
using the purity and the v-measure. Besides, they were eval-
uated based on their similarity by calculating the cosine
similarity score.

The training of each model (i.e., Word2Vec, fastText, and
GloVe) corresponds to different configuration settings. In the
case of Word2Vec, the NLTK library [35] was used to tok-
enize the words, where the generated tokens were fed into
the Word2Vec model from the Gensim library [36] to create
the embeddings. Primarily, the skip-gram training model was
considered, where the window size was set to three. The win-
dow parameter specifies the maximum distance between the
current token and the predicted one. Themaximum number of
epochs (iter) was five, and the mincount was three to ignore
the words of frequency less than that. Regarding fastText,
the CBOW model was used. For which, the minimum count
minCount was three, the size of the context window ws was
set to three, and the number of training epochs was five.
Whereas, for the GloVe model, the NLTK library was used
for the tokenization, where the number of epochs was set to
five.

The generation of embeddings as representational features
is an integral phase toward utilizing the learned embeddings
into algorithms that learn and perform specific tasks. The
proposed medical embeddings were used to build a medical
specialty classification model. The objective is to automate
the routing process of questions towards the correct doc-
tors based on their specialties. Hence, to build the model,
the utilized dataset consists of a set of consultations and their
respective labels (i.e., the specialty type). Thus, the BiLSTM
classifier is utilized to identify the specialty type of consul-
tations. The structure of the BiLSTM classifier involves an
embedding layer. The BiLSTM units, which are 30 with a
dropout rate of 20%, and recurrent-dropout rate of also 20%,
while the activation function is the Sigmoid ‘‘tanh’’ function.
The parameters were set based on a previous study [37].
Also, a fully connected layer with a softmax activation. The

problem of the question classification can be represented as
a mapping module that receives questions and maps them
to labels from a set of different fifteen classes of medical
specialties.

C. EVALUATION STRATEGY
The quality of word embedding models can be assessed by
qualitative and quantitative approaches. Qualitative methods
express the capacity of the embedding model in encoding the
semantics and syntactic features of words. The quantitative
methods reflect the ability to use the embeddings as features
in supervised machine learning tasks, which are assessed by
various evaluation metrics (e.g., accuracy and precision).

In this paper, two different assessing criteria are used: the
words clustering, and the similarity of the words. Typically,
such measures demonstrate the relatedness and coherence
of created embeddings. Words categorization or clustering
is a quality evaluation measure that groups similar words in
clusters.Words clustering indicates the capacity of an embed-
ding model in representing similar words that appear in the
same context in similar vectors. The k-means algorithm [38]
is a well-known machine learning method for unsupervised
clustering. In a repetitive process, it places the nearest points
to a known (pre-computed) center together in one cluster.
However, visualizing such high-dimensional embeddings in
clusters requires reducing their dimensionality. A popular
method is the t-SNE, which is a non-linear dimensionality
reduction method that projects similar points that are close to
each other in a two or three-dimensional space.

The word similarity is measured by the cosine similarity,
which is the angular distance between two vectors of the
same length. It is defined as the inner-product, as given by
Equation 5. Where θ is the enclosed angle between a and b,
(a.b) corresponds to the dot product and equals to

∑m
i=0(ai×

bi), while ||a|| is the Euclidean norm of vector −→a and equals

to
√∑

a2i .

cosine similarity(−→a ,
−→
b ) = cos(θ) =

a.b
||a||.||b||

(5)

Smaller angles mean a higher similarity score of the words,
while having the angle (θ) ≥ 90 means no similarity.
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FIGURE 4. An overview of the structured methodology.

Quantitatively, the evaluation of the trained embeddings
is carried out by implementing and evaluating a use-case of
question classification, where the questions were classified
depending on the specialty type. The question classification
is performed by the BiLSTM neural classifier. The final
evaluation of the question classification depends on three
performance measures: precision, recall, and f1-score.

The macro-precision (Precisionm) calculates the average
precision throughout all classes. In this case, the precision
is defined by the proportion of correctly identified positive
questions over the actual number of positive questions (as in
Equation 6). Where ‘‘positive’’ corresponds to the class of
interest.

Precisionm =
1
|L|

∑
l∈L

P(yl, ŷl), P(yl, ŷl) =

∣∣yl ∩ ŷl ∣∣
|yl |

(6)

Themacro-recall (Recallm) is themean of the recall of each
class. The recall denotes the ability of the model to recognize
the instances of the class of interest. The macro-recall is
defined by Equation 7. Where, (L) is the number of classes,
(yl) presents the questions that are labeled by class l, and ŷl
represents the instances that have true labels.

Recallm =
1
|L|

∑
l∈L

R(yl, ŷl), R(yl, ŷl) =

∣∣yl ∩ ŷl ∣∣∣∣ŷl ∣∣ (7)

The macro f1-score (F1 − scorem) represents the
unweighted average of the f1-scores of all classes. The
F1-score is the harmonic mean of precision and recall,
where it represents the level of balance between them. The
F1− scorem is given by Equations. (8-9), where β is a
weighting parameter.

F1− scorem =
1
|L|

∑
l∈L

Fβ (yl, ŷl) (8)

Fβ (yl, ŷl) =
(
1+ β2

) P(yl, ŷl)× R(yl, ŷl)
β2P(yl, ŷl)+ R(yl, ŷl)

(9)

D. EXPERIMENTAL SETUP
The experiments are implemented by using Python version
(3.7.3) on Ubuntu-1804-bionic-64 cloud server, the RAM is
64 GB, and the processor is Intel(R) Core(TM) i7-7700 with
a speed of 3.6 GHz, while the GPU is GeForce GTX 1080
of 8 GB.

The experiments were implemented using Keras deep-
learning framework [39] that is developed on top of
TensorFlow 2.0 [40]. The constructed BiLSTM classifier
is a sequential model of a non-trainable embedding layer,
a BiLSTM layer, and a fully connected dense layer of 15
neurons. The number of the BiLSTMunits was set to 30 based
on previous findings [41], and the dropout was 0.2. TheAdam
optimizer was used with a learning rate of 0.0001, while the
loss was the categorical cross-entropy. The batch size in the
case ofWord2Vec and GloVe, was 128, for the fastText, it was
512, and the maximum number of epochs was 100. The data
was balanced and divided into 60% for training, 20% for
validation, and 20% for testing.

The influence of the dimensionality parameter of the
embeddings is dramatic, yet interpreting its behavior on the
performance of word embeddings is of great importance.
The word clustering was implemented at three embedding
dimensions (100, 200, and 300) to investigate the perfor-
mance of themodels. Accordingly, based on the best-obtained
results, the rest of the experiments were implemented when
the dimension is 100.

For the k-means and t-SNE algorithms, they were imple-
mented using the Scikit-learn library [42], where the number
of clusters was set to 12, based on a random-drawn sample
with known labels. For t-SNE, the number of components was
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set to 2, the number of iterations was randomly set to 2500,
and the embeddingwas initialized by the principal component
analysis (PCA) method, which is the default criterion.

V. RESULTS
This section presents the evaluation of the word embeddings
depending on the clustering and the similarity of words and
based on the question classification that is observed by the
macro average of recall, precision, and f1-score.

A. WORDS CLUSTERING
This subsection investigates the performance of the three
embedding models in clustering similar words. Table 2
presents the words clustering using the k-means cluster-
ing algorithm, regarding the purity and v-measure. Purity
indicates how good is the clustering algorithm in assigning
the data points to their correct clusters, having the purity
values close to 1 means all points are clustered correctly
and assigned to their true class labels. The V-measure [43]
is an external entropy-based measure implemented by the
Scikit-learn library, which is the harmonic mean between
homogeneity and completeness. A higher v-measure denotes
a better clustering. From the table, it is clear thatWord2Vec at
an embedding dimension of 100 performed the best by having
a purity of 66.7%, and a v-measure of 73.3%. At dimension
(200), even that Word2Vec and fastText obtained the same
purity of 59.6% butWord2Vec achieved a better v-measure of
(64%). However, at dimension (300), Word2Vec performed
the best clustering considering the purity by having 61.4%,
while in terms of the v-measure, fastText performed the best
by having 66.9%. Overall, the three models showed better
abilities in categorizing similar words together at dimension
100. Therefore, the subsequent experiments were executed
when the size of the embedding dimension is 100.

In Figure 5-(a), the Word2Vec embeddings were clustered
and visualized using t-SNE, where the x-axis shows the first
component of t-SNE (Dimension 1), and the y-axis is the sec-
ond component (Dimension 2). It is clear from the figure that
Word2Vec can efficiently cluster correctly most of the data
points. For instance, it categorized ‘‘ ’’ (Teeth), ‘‘ ’’
(Orthodontics), ‘‘ ’’ (Dentalfilling) together in a cluster
but failed to classify ‘‘ ’’ (Tongue) with them. Moreover,
it could group food-related terms that were colored with dark
blue in one cluster, but incorrectly classified ‘‘ ’’ that
means coronary with the group of food terms. Also, it clas-
sified correctly the coffee ‘‘ ’’, and the blood pressure
‘‘ ’’ together in one cluster colored in red. However,
it incorrectly classified diabetes with them. In sub-figure (b),
the plot shows the algorithm’s ability in capturing the syn-
onym words in different dialects. For example, it returned the
words ‘‘ ’’ and ‘‘ ’’ from the Syrian dialect, which
means cold. Whereas, sub-figure (c) shows phrases that are
syntactically relevant by having different structures, which
refer to nouns, adjectives, and verbs.

Figure 6 presents the clusters produced by the fastText
model and visualized by the t-SNE, as well as the synonyms

TABLE 2. A comparison of the clustering quality for Word2Vec, fastText,
and GloVe in terms of purity and v-measure.

and syntactical words. Sub-figure (a) shows the k-means
clusters. It is obvious that fastText fails to group correctly
most of the terms, in other words, it classified ‘‘ ’’ that
means thrombosis with the group of food terms, which col-
ored in red. Also, it created clusters of one data point at the
terms cold ‘‘ ’’, and dryness ‘‘ ’’ even that they are
belonging to other groups. Also, the cluster of the eye and
blurry that colored in pink belongs to another cluster, which
includes the terms dryness (‘‘ ’’), eyes (‘‘ ’’), myopia
(‘‘ ’’), and aberration (‘‘ ’’). Sub-figures (b) and
(c) show the efficiency of the model in capturing several
relevant synonyms and syntactical words.

Furthermore, Figure 7 represents the word clusters of the
GloVe model, in addition to the synonyms and syntactical
words. Sub-figure (a) demonstrates the created clusters based
on the GloVe embeddings. It is apparent that GloVe poorly
categorizes the terms into their correct clusters. It failed to
group ‘‘ ’’ that colored in dark purple, ‘‘ (with pink
color), and ‘‘ (in dark blue) to their correct clusters,
thus, it considered each of them as a single cluster. For
the synonyms and syntactical words, GloVe can represent
various phrases correctly as demonstrated in sub-figures (b)
and (c).

To sum up, all of the embedding models can perform well
in clustering similar words, however, the Word2Vec model
obtained the best results among fastText and GloVe.

B. WORDS SIMILARITY
Figure 8 shows the tenth similar words of ‘‘ ’’, which
means dizziness at the three embedding models (i.e.,
Word2Vec, fastText, and GloVe) when the embedding dimen-
sion is 100. Regarding the Word2Vec, the similar words
are at the left, while at the right are the similarity scores.
It is noticeable that Word2Vec can capture semantically
and syntactically similar words. For instance, semantically,
it returned ‘‘ ’’, ‘‘ ’’, ‘‘ ’’, ‘‘ ’’, ‘‘ ’’,
where ‘‘ ’’ had the highest similarity score (83.7%).
Whereas, syntactically, it considered ‘‘ ’’, ‘‘ ’’, and
‘‘ ’’ as the most relevant words. On the other hand, fast-
Text could capture efficiently the syntactically similar words,
where ‘‘ ’’ obtained the highest similarity score (94.1%).
However, fastText failed to catch semantically similar words.

Regarding the GloVe model, it is clear that it had
higher ability in representing the similar words semantically
more than syntactically also with high similarity scores.
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FIGURE 5. (a) The created clusters of Word2Vec (b) synonym words (c) syntactical words.

FIGURE 6. (a) The clusters produced by fastText (b) fastText synonym words (c) fastText syntactical words.

In other words, it could capture ‘‘ ’’ (90.9%), ‘‘ ’’
(90.8%), ‘‘ ’’ (90.3%), ‘‘ ’’ (89.1%), ‘‘ ’’
(88.7%), ‘‘ ’’ (87.8%), ‘‘ ’’ (87.1%), and
‘‘ ’’ (86.5%).
Figure 9 shows a depiction of the similarity of the most

commonly used medical terms in the most actively used spe-
cialties, i.e. gynecology, dermatology, psychology, internist
diseases, and urology. As well as, the specialty of the
respiratory system (Ear/Nose and throat). The similarity

is calculated based on the Euclidean distance between
the tokens’ vectors. The t-SNE method is used to reduce
the dimensionality of the vectors to two for visualization.
In the figure, it can be seen that Word2Vec categorizes the
tokens based on the specialty in a clearer way more than
fastText, and GloVe as in Figure 9-(a). In sub-figure (a),
tokens related to dermatology, psychology, and respiratory
system are clustered closely, whereas, tokens related to urol-
ogy, gynecology, and internist diseases are overlapping since
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TABLE 3. Medical symptom words in Arabic and translated to English.

TABLE 4. The precision, recall, and f1-score results of the BiLSTM (30 units) for Word2Vec, fastText, and GloVe across all speciality classes, when the
dimension size is 100.
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FIGURE 7. (a) The clusters of the GloVe model (b) the synonym words (c) the syntactical words.

FIGURE 8. A comparison of the similar words and similarity scores for Word2Vec, fastText, and GloVe.

they share various symptoms. Figure 9-(b) shows sub-figure
(a) translated to English. Moreover, it can be seen that fast-
Text (Figure 9-(c)) can also group some of the context words
in dermatology and Ear/Nose and throat specialties.Whereas,
GloVe (Figure 9-(d)) fails obviously to catch the contextual
similarity. Table 3 shows the used terms in Figure 9 in Arabic
and their translation in English.

C. QUANTITATIVE ANALYSIS
The performance of the three embedding models was com-
pared when the length of the embedding vector is 100. Table 4
presents the precision, recall, and f1-score at Word2Vec,
fastText, and GloVe. It is clear from the table that fast-
Text achieved the best results regarding the precision, recall,

and f1-score at more than 90% of the classes. Where the
macro average of precision, recall, and f1-score were 80.2%,
80.1%, and 80.1%, respectively. fastText achieved the best
performance in class ‘‘Dental Medicine’’, which obtained
92.8 % in terms of precision. However, it is noticeable
that the Word2Vec model accomplished slightly close per-
formance in comparison with fastText by obtaining 78.1%,
78.0%, and 78.0% in terms of precision, recall, and f1-score,
respectively. On the other hand, the GloVe model failed to
achieve good performance in comparison withWord2Vec and
fastText.

Even that word embeddings had revolutionized the tex-
tual representations and showed merits over the previously
proposed count-based vectorization methods, but distributed
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FIGURE 9. A projection of common medical tokens in Altibbi based on the best obtained models: a) Word2Vec, b) Word2Vec in English translation,
c) fastText, and d) GloVe.

word embedding models still suffer from various limitations.
Word2Vec, fastText, and GloVe are different methods for
creating word embeddings, however, each one has advantages
and drawbacks. The Word2Vec model is a window-based
model that does not capture information of the whole doc-
ument, hence, it cannot handle out of vocabulary words.
Nonetheless, one of the key drawbacks of Word2Vec is the
multi-sense disambiguation, which means that the same word

that can be existing in different contexts, will be repre-
sented with the same embeddings [44]–[46]. So, Word2Vec
poorly captures the contextual information. The problem of
the out of vocabulary words can be resolved by fastText
or GloVe since fastText encodes the subwords information
using the average of the character n-gram, while the GloVe
uses global measures of the ratios of co-occurrence proba-
bilities to represent the contextual information. In contrast,
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fastText and GloVe cannot solve the disambiguation problem.
This opens the directions for additional research stud-
ies, where the problem of multi-sense disambiguation
was addressed by embeddings from the language models
(ELMO), which are deep representational models that mainly
tackle the words polysemy problem [47]. However, imple-
menting contextualized word representations (e.g., ELMO)
demands large amounts of data [48]. In the case of Altibbi,
the number of received consultations has been increased
dramatically, where lately it is exhibiting an average growth
rate of 58%. Therefore, contextualized word representations
are planned to be utilized when larger amounts of data are
available.

VI. CONCLUSION
This paper proposed medical and health-related pre-trained
word embedding models in the classical and dialectical
Arabic. Medical text-based embeddings are a stepping-stone
for various NLP-powered applications in medical or
healthcare situations. This paper developed ‘‘AltibbiVec’’
embedding at different dimensions and based on Word2Vec,
fastText, and GloVe. AltibbiVec is trained on a massive
amount of data collected from Altibbi company. The embed-
dingmodels were evaluated by relying on different evaluation
approaches, including word clustering, word similarity, and
synonyms identification. Besides, they were assessed by a
question classification task using the BiLSTM classifier,
which was evaluated by precision, recall, and f1-score. The
proposed embedding models have shown promising perfor-
mance. Regarding the similarity and clustering of words,
the trained models based onWord2Vec or fastText performed
the best. Whereas, the fastText based models obtained supe-
rior performance in text classification. The objective of devel-
oping embedding models is to serve the research community
in the medical NLP in Arabic, where they are pre-trained
embeddings of words in the medical context. Even that word
embedding can perform very well in modeling the semantics,
but it fails to encode the contextual information. Therefore,
this paper can be extended further by using the bidirectional
encoder representations from Transformers (BERT) that
reshaped the perspectives of the NLP research community
toward a more promising analysis. However, such models
require massive amounts of training data. Hence, developing
an Arabic medical BERT model is of significant importance,
however, their applications are more conceivable when much
larger training data is available. Additionally, the model’s
training and inference times are important to investigate
further in future works.
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